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Estimation of the Synergistic Effect of Antimicrobial 

Peptides and Antibiotics by Machine Learning Models  

 

Abstract 

Urinary catheters are widely used in patients who cannot empty their bladder. 

However, catheter surfaces are suitable for the adhesion of microorganisms, and this 

causes various complications in the following periods. Various catheter materials and 

different surface modifications have been tried to prevent complications, but most of 

these approaches have failed, and some have shown various side effects. Therefore, 

new methods are needed for the prevention and treatment of complications. 

Antimicrobial peptides have recently become popular for their use because they have 

advantages such as a wide range of activity, and not causing drug resistance. 

However, they suffer from disadvantages such as stability and reduced activity when 

linked to the surface. Therefore, the combined use of two antimicrobial agents has 

become one of the research topics of interest. In this study, the synergistic effects of 

antimicrobial peptides and antibiotics on each other were investigated. Within the 

scope of the research, machine learning modeling was carried out, and it was aimed 

to predict the agents whose synergistic effects have not been proven. 

Keywords: Urinary catheters, antimicrobial peptides, antibiotics, machine learning, 

synergistic effect 
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Antimikrobiyal Peptid ve Antibiyotiklerin Sinerjistik 

Etkisinin Makine Öğrenmesi Modelleriyle 

Tahminlenmesi 

 

Öz 

Üriner kateterler mesanesini boşaltamayan hastalarda yaygın olarak kullanılmaktadır. 

Fakat, kateter yüzeyleri mikroorganizma adezyonuna uygunlardır ve bu durum, 

ilerleyen dönemlerde çeşitli komplikasyonlara neden olmaktadır. Komplikasyonların 

önlenmesine yönelik çeşitli kateter malzemeleri ve farklı yüzey modifikasyonları 

denenmiş, fakat bu yaklaşımların çoğu başarısız olmuş ve bazıları çeşitli yan etkiler 

göstermiştir. Bu nedenle, komplikasyonların önlenmesi ve tedavisi için yeni 

yöntemlere ihtiyaç duyulmaktadır. Antimikrobiyal peptidler geniş çaplı aktivite 

göstermeleri, ilaç direncine neden olmamaları gibi avantajlara sahip olmalarından 

dolayı kullanımları son zamanlarda popüler hale gelmiştir. Fakat, stabilite ve yüzeye 

bağlandıklarında aktivitelerinin azalması gibi dezavantajlardan muzdariplerdir. Bu 

nedenle, iki antimikrobiyal ajanın birlikte kullanımı ilgi çeken araştırma 

konularından biri haline gelmiştir. Bu çalışmada, antimikrobiyal peptidlerin ve 

antibiyotiklerin birbirleri üzerindeki sinerjistik etkileri araştırılmış, araştırmalar 

dahilinde makine öğrenmesi modellemesi yapılmış, ve sinerjistik etkileri 

kanıtlanmamış ajanların tahminlenmesi amaçlanmıştır.  

Anahtar Kelimeler: Üriner kateterler, antimikrobiyal peptidler, antibiyotikler, 

makine öğrenmesi, sinerjistik etki  
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Chapter 1 

Introduction 

1.1 Urinary Catheters and Associated Infections 

Urinary catheters are hollowed and moderately flexible tubes. They are designed 

with the intention of draining urine from the bladder  Despite the precautions aimed 

at avoiding contamination, catheters are prone to infections because they allow 

uropathogens to enter the urinary system, compromising the bladder's local host 

defense mechanisms  [1,2].  Infections and complications including encrustation, 

bacteriuria, bladder stones, septicemia, and endotoxic shock are caused by 

opportunistic pathogens, which are primarily fecal or skin microbiota from subjects 

that can get into the bladder via the catheter lumen or through the catheter — urethra 

interface[3–5].  Catheter-associated urinary tract infections (CAUTIs) account for 27 

percent of  hospital infections in industrialized nations, with over 1 million cases 

occurring in the United States and Europe [6,7].  

 

Figure 1.1 Pathogens that cause Urinary Tract Infections  
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The formation of biofilms is essential in infection development and progression. 

After the catheter is inserted, a film of organic molecules, electrolytes, and host 

proteins accumulates on the surface of the catheter, serving as a target for bacterial 

fimbrial attachment. Bacteria that are free-flowing, also called planktonic, can attach 

to the catheter surface [8,9]. The first contact between surface and bacteria is 

reversible because it is motivated by poor hydrophobic forces. Nevertheless, over 

time, the adhesion becomes irreversible because bacterial adhesins attach to their 

targets that are on the surface in addition to bacterial exopolysaccharide secretion, 

laying the foundation for the biofilm [10]. Quorum sensing through bacterial cell-to-

cell signaling leads to mature biofilm formation with intricate structures and 

intertwined channels that allow homeostasis [11]. Following that, the bacteria 

secured in the biofilm or portions of the biofilm can detach, turn into planktonic state 

and migrate elsewhere, colonize new environments and reinitiate the biofilm 

formation [12]. Biofilms are difficult to destroy because of their matrix chemistry 

and can promote transfer of genes between resistant and non-resistant bacteria, 

leading to a higher risk of antibiotic resistance development in biofilms than that in 

planktonic cells. As a result, biofilms serve as reservoirs for the proliferation of 

pathogens, infections, and the development of resistance [13,14]. Furthermore, 

biofilms provide survival benefits to bacteria by allowing them to avoid shear 

stresses and evade phagocytosis. 

 

Figure 1.2 Cycle of biofilm formation 

Biofilm 

Formation 
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1.2 Methods Tried to Prevent Biofilm Formation and 

Infections 

Microbial colonization on catheters is quite prevalent. To avoid such problems, 

scientists have developed many strategies for designing antimicrobial biomaterials. 

These methods are broadly classified as surfaces that repel protein and bacterial 

adsorption [15,16] and surfaces that are conjugated with antimicrobial compounds to 

induce cell death [14]. But, these methods have several limitations, such as 

inadequate antimicrobial agent concentration due to the biomaterials' low affinity for 

antimicrobial compounds, unspecific chemical reaction techniques for conjugation, 

narrow activity range, and cytotoxicity [17]. 

Silver has been shown to slow or prevent the formation of a biofilm. Particles of 

silver that enter the bacteria induce denaturation of cell proteins, leading to the 

dissociation of iron-sulfur clusters [18]. As a result, the iron component causes 

oxidative stress on pathogens, resulting in cell death. Multiple clinical studies have 

been conducted to date on the antibacterial efficiency of silver-coated catheters. 

However, studies revealed that silver-coated catheters were inefficient at preventing 

infections. Also, argyria as a result of extended use is one of the possible problems 

with silver coatings [19]. 

For biofilm prevention, urinary catheters coated with several antibiotics such as 

gentamicin, nitrofurazone, vancomycin, and rifampin have been developed. While 

this strategy was demonstrated to be successful for short-term application, it was 

complicated by the uncontrolled release profile of the antibiotic, which resulted in 

the release of high concentrations which may first harm the cells, and then it 

is followed by non-inhibitory concentrations. The release of antibiotics at suboptimal 

concentrations may raise the probability of drug-resistant microorganisms [20]. 

Given that this would not effectively kill all the bacteria, it will lead to a future 

infection that would be harder to eradicate because of resistance development. For 

these reasons, the application of antibiotics alone has limited effectiveness in 

preventing catheter-associated infections [6,21,22]. 
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Figure 1.3 Common anti-biofilm formation strategies 

Enzymes as key elements of antimicrobial coatings are being tested. Although the 

results demonstrated various advantages, antimicrobial enzymes have drawbacks 

such as protein denaturation under harsh conditions, and higher manufacturing and 

preparation costs as compared to antibiotic and silver coatings [18]. 

Bacteriophages are bacteria's natural predators. Bacteriophages selectively infect 

bacteria and disrupt numerous metabolic routes. Lytic phages penetrate, rapidly 

divide, and lyse bacteria. However, bacteriophages have a limited activity spectrum, 

and bacteria may develop resistance to them [23,24]. 

Slow release polymers (SRP) have been examined as a potential antibacterial agent 

source at sustained levels [25]. Because these substances are entirely soluble in water 

in their glassy form, they can release any components integrated into them over time 

[25]. However, they cause nonuniform release of the antimicrobial agent.  

Heavy metals, quaternary ammonium salts, and antimicrobial peptides are all 

potential candidates for bactericidal compounds loaded on drug carriers [26]. Heavy 

metals and quaternary ammonium salts, on the other hand, may have limited 

efficiency, a narrow antibacterial spectrum, significant cytotoxicity, and the potential 

for drug resistance. Antimicrobial peptides can overcome the restrictions outlined 

above [26–28]. 
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1.3 Antimicrobial Peptides 

Antimicrobial peptides (AMPs) are a subcategory of host defense peptides (HDPs). 

HDPs can demonstrate a wide range of actions, sometimes within the same short 

peptide [29]. The majority of these actions provide direct such as anti-biofilm and 

antimicrobial or indirect such as immunomodulatory/anti-inflammatory defense 

against pathogens. Despite their diverse origins and functions, most natural HDPs 

exhibit common characteristics [29,30]. The sequence is usually made up of 12–50 

amino acids. Their structure is related to a large number of hydrophobic residues and 

a net positive charge because of the presence of numerous cationic residues such as 

Arginine and Lysine, enabling them to fold into amphipathic forms [30].  AMPs can 

engage with bacterial membranes non-specifically due to their amphiphilic nature 

and positive charge, and AMPs have a low potential to induce drug resistance in 

bacteria [31].  

 

Figure 1.4 The main models of the action mechanisms of AMPs 

Maintaining peptide activity and stability under physiological conditions is a critical 

need for optimum efficacy. The AMP stability under physiological conditions is 

determined by their susceptibility to enzyme degradation and inhibition by proteins, 

salts, and ions found in the environment [32–34]. Bacteria may protect themselves 

from AMPs by producing peptide degrading enzymes.  Furthermore, mammalian 
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• Because of the parallel positioning of peptides regarding the lipid bilayer
surface as well as the peptide carpet formation, the membrane is
disrupted.
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digestive enzymes like chymotrypsin and trypsin can lead to amino acid cleavage 

that are critical for the function of peptides [33]. 

AMPs can be coated or incorporated on the surfaces via ionic, covalent, physical 

trapping, and hydrogen binding interactions. Under hydrophobic conditions, free-

form AMP with an amphipathic structure exhibits its highest antimicrobial activity. 

However, when the AMP is chemically bonded to the surface, it becomes less 

effective [35]. With varying degrees of effectiveness, several AMPs have been 

covalently linked onto the surface of diverse biomaterials. Nevertheless, the 

antimicrobial activities of many peptides are significantly reduced after being 

covalently linked onto the surface [14]. 

 

Figure 1.5 Widely used AMPs in medicine 
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adaptable to automated or semi-automated platforms, is cost-effective, and repeatable 

[37]. 

1.4 Artificial Intelligence 

The introduction of modern technology advances in artificial engineering has altered 

the prospects of biomedicine. The scale of human error has stimulated further 

investment in technological development in the areas of diagnostics and intelligent 

designs. In biomedical engineering, Artificial Intelligence (AI) subfields are being 

applied to solve complicated problems [38]. 

AI is the intelligence displayed by machines as opposed to natural intelligence 

displayed by human beings and other living things. In simpler terms, AI term is used 

when a machine demonstrates cognitive functions associated with human qualities 

such as learning, problem-solving, perception, reasoning and more [39]. 

1.5 Machine Learning 

Machine learning is a subfield of AI and is described as the algorithm studies that 

enable machines to make decisions and operate without being 

specifically programmed to do so. The goal of machine learning is to create 

algorithms that guide machines on how to access data and utilize it to learn a task 

[38].  

In accordance with the 5-step rule of Chou [40], the following five principles should 

be followed to develop a predictor : 

1. Creating or selecting a dataset in order to train & test the predictor 

2. Formulating the samples with a mathematical expression that properly 

reflects their intrinsic association with the target that will be predicted 

3. Introducing or developing an algorithm in order to operate the prediction  

4. Performing cross-validation tests to assess the predictor's expected accuracy  

5. Creating a public-accessible web service for the predictor  

The learning process begins with observing or data, which is then used to build a 

knowledge base and then using it to detect patterns and make decisions for problems 
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brought to it [41]. Learning is the most crucial part of this process. Based on the 

training set utilized and how it is interpreted for the learning process, learning can be 

categorized into two categories such as supervised, and unsupervised learning [38]. 

Table 1.1 Machine Learning Techniques and Principles 

Technique Working Principle 

Supervised 

Learning 

    Uses labeled example data from previous 

experiences to predict future events with new 

data. 

    A known dataset is investigated throughout the 

training process.  

    The learning algorithm generates a function to 

anticipate output values for the given problems. 

    Supervised learning can be divided into two 

kinds of problems: Classification and 

Regression. 

o Classification Algorithms : Linear 

Classifiers, Decision Trees, Support Vector 

Machines, and Random Forest. 

o Regression Algorithms : Logistic 

Regression, Linear Regression, and 

Polynomial Regression. 

Unsupervised 

Learning 

 Used for providing a form to random data 

and finding meaning in such data.  

 For training data, the algorithm learns from 

unlabeled examples and related target responses 

that include numerical values or text labels. 

 When faced with new problems, the scheme 

attempts to restructure the new data in the form 

of previously processed data, generating the 

same patterns as scanned in the training set to 

achieve the problem output. 
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Machine learning has been commonly used in the case of structural and functional 

characterizations of proteins and peptides [42,43]. The properties obtained from the 

primary structures of proteins and/or peptides are used to predict secondary/tertiary 

structures, and diverse functions of biomolecules such as anticancer, antibacterial, 

and biofilm inhibition. As protein/peptide descriptors for classification, grouping, 

and regression, a number of sequence-based features have been presented. The 

physicochemical characteristics such as polarity, hydrophobicity, molecular weight, 

and polarizability have been used in a variety of applications [44]. 

1.6 Computational Prediction of AMPs 

Progress in AMP studies has fueled ongoing efforts to develop computational 

approaches for accurate AMP prediction, with the goal of significantly reducing the 

effort and time required for experimental identification [45,46]. Computational 

prediction of AMPs provides a supportive technique to the time-consuming and 

labor-intensive experimental characterization of AMPs by shortlisting potential AMP 

candidates for later experimental validation [47]. To date, various computational 

methods for the assessment, prediction, and design of new AMPs have been 

developed. AMPer [48], AntiBP [49], CAMP [50], AVPpred [51], iAMP-2L [52], 

AntiBP2 [53], BIPEP [54], EFC-FCBF [55], AmPEP [56], ClassAMP [57], and 

DBAASP [58] are a few examples. The dataset size, quality of data, primary 

algorithms, extraction of features, feature selection methods, and evaluation 

techniques used by these systems vary significantly [47].  

Some databases are devoted to certain AMP classes. For instance, PhytAMP [59], 

AMSdb, PenBase [60], and BACTIBASE [61] are AMP databases from plants, 

eukaryotes, shrimps, and bacteria, respectively. While RAPD [62] is focused 

on recombinant AMPs, SAPD [63] is focused on synthesized AMPs. The Peptaibol 

Database [64] and the Defensin Knowledgebase [65] are focused on peptaibols, and 

defensins, respectively. These databases are quite helpful when searching for AMPs 

that belong to certain classes. 

The AntiBP server makes predictions about active AMPs utilizing Quantum 

Machines (QM), Artificial Neural Networks (ANN), and Support Vector Machines 
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(SVM) based on peptide sequence binary patterns [49]. The AntiBP2 server 

uses SVM to predict AMPs based on amino acid composition (AAC)-based 

properties [53]. 

CAMP is a pioneering tool that incorporates prediction algorithms such as SVM, RF, 

ANN, and Discriminant Analysis (DA) into the database [50]. For the training of the 

aforementioned predictors, the CAMP employs a variety of physicochemical 

features. CAMP has approximately three times the amount of sequences than APD 

[66] and provides extra information about taxonomy and activity. CAMP's data is 

split into datasets such as experimentally validated and predicted. On the test 

datasets, the prediction models achieved accuracies of 93.2 % in the case of RF, 91.5 

% in the case of SVM, and 87.5 % in the case of DA [67]. CAMP's search features 

allow you to search across all or each of the datasets.  

The AMPer has built Hidden Markov Models (HMMs) for each AMP class, 

including cathelicidins, defensins, and cecropins. The model is trained by using 

existing data from known class members [48]. 

The AVPpred web server is the first to predict antiviral peptides. This algorithm 

utilizes peptide sequence descriptors such as alignment and motif related 

characteristics, AAC,  and physicochemical properties to train an SVM classifier 

[51]. 

The ClassAMP algorithm employs RF and SVM to assess a peptide sequence's 

propensity for antifungal, antibacterial, and antiviral activities [57]. Aminoacid, 

dipeptide, tripeptide compositions, and other physicochemical properties were 

utilized as features to predict the activities, and three one-against-all classifiers were 

constructed [47]. 

The iAMP-2L is a two-level classifier based upon the pseudo amino acid 

composition (PseAAC) structure and fuzzy K-nearest neighbor algorithm. It first 

determines active AMP sequences and then assigns peptide functionality [52]. 

C-PAmP is a high-scoring database that involves predicted AMPs for a great number 

of plant species. C-PAmP includes 15,174,905 peptides that are 5 to 100 amino acids 

long and are derived from more than 33 thousand proteins [68]. This database 
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identified AMPs by using the PseAAC and five quantitative descriptors converted 

from 237 physicochemical amino acid descriptors [69–71]. 

ADAM is a public AMP database that was created to establish extensive associations 

between peptide sequences and the structures and to make it easy to view their 

relations. It contains 7,007 distinct peptide sequences and 759 structures. Also, it 

offers two computational tools for predicting AMPs based on HMM and SVM [72]. 

iAMPpred is a tool to predict antiviral, antibacterial, and antifungal peptides based 

on three categories of features such as compositional, structural, and 

physicochemical. It is built based on three SVM models. The information gain for 

each feature was computed to determine the significance of each feature in predicting 

antiviral, antibacterial or antifungal peptides [73]. 

MLAMP is a two-level AMP predictor based on unbalanced data sets. The predictor 

employs ML-SMOTE and gray PseAAC to predict AMPs and their functions. The 

RF algorithm is used at the first prediction level to predict if a peptide is an AMP or 

not. A classifier based on the RF algorithm is employed for the second level. ML-

SMOTE, an oversampling model, is applied to account for imbalanced functional 

types of AMPs [74]. 

MAMPs-Pred is another two-level model that uses the RF algorithm to predict AMPs 

and their functional characteristics. SVM-Prot was used to calculate 188 features for 

AMP prediction, which were based on eight types of amino acid characteristics 

and physicochemical properties. For data balance, random undersampling and 

weighted random sampling methods were utilized [75]. 

AMPfun is a web server for identifying AMPs and their activities based on their 

functions. It is a two-stage structure with three steps in each stage such as 

the calculation of the features, the selection of the features, and classification 

algorithm applications. For feature selection, the sequential forward selection 

technique was utilized, while RF was utilized as the prediction strategy [76]. 
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Table 1.2 Computational approaches for AMP prediction 

YEAR APPROACH  REFERANCE 

2007 AMPer  [48] 

2010 
CAMP 

Porto et al. 
 

[67] 

[77] 

2011 
Song et al. 

Torrent et al. 
 

[78] 

[79] 

2012 

ClassAMP 

CS-AMPPred 

Veltri et al. 

Fernandes et al. 

 

[57] 

[80] 

[81] 

[82] 

2013 
C-PAmP 

iAMP-2L 

Randou et al. 

 

[68] 

[52] 

[81] 

2014 DBAASP  [83] 

2015 
ADAM 

Camacho et al. 

Ng et al. 

 

[72] 

[84] 

[85] 

2016 MLAMP  [74] 

2017 
MOEA-FW 

iAMPpred 
 

[86] 

[73] 

2018 
AmPEP 

AMP Scanner V2 
 

[56] 

[87] 

2019 

APIN 

AMAP 

MAMPs-Pred 

dbAMP 

AMPfun 

 

[88] 

[89] 

[75] 

[90] 

[76] 

2020 
Deep-AMPEP30 

AMPlify 

Fu et al. 

 

[91] 

[92] 

[93] 

 

The use of catheters leads to bacterial colonization. The colonizing bacteria form a 

biofilm layer, which causes infections. Many methods have been tried to control and 

prevent CAUTIs, but these methods were unable to achieve the expected success as 

well as have shown various negative effects, such as the emergence of resistant 

organisms and toxicity. In addition, AMPs can exert a strong antimicrobial effect on 

pathogens that have multidrug resistance and cause nosocomial infections. But it has 

been proven in various studies that it is difficult to maintain the stability of AMPs in 

physical conditions and also that their activity decreases when they are bound to a 
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surface. For these reasons, it is expected that treatment will be more successful with 

the combined use of two antimicrobial agents and that the side effects caused by the 

use of high concentrations will decrease.  

Although there are many machine learning algorithms that predict various functions 

of AMPs, after a review of the literature conducted by us, it was found that there is 

no machine learning algorithm that predicts the synergistic effects of antibiotics and 

AMPs. Considering the lack of this issue in the literature, this study aims to predict 

the synergistic effect of various antibiotics with various AMPs by predicting the FIC 

index. The existence of such a model is thought to save researchers from wasting 

time and resources in the laboratory on an antibiotic - AMP combination that would 

not work.  

In this study, data on the interaction between antibiotics and AMPs were collected. 

Various preprocessing applications were performed on the data. Based on the final 

data, different classifiers and machine learning models were tested, and the final 

model was developed by choosing the classifier and the normalization method with 

the highest accuracy. The accuracy of the model was evaluated by interpreting it in 

terms of various parameters. As a result of the analyzes made, it was concluded that 

the predictive success of the model was high and that it gave promising results for 

future studies. 
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Chapter 2 

Materials & Methods 

2.1 Data Collection 

All data were collected from the DBAASP and DrugBank database. When 

collecting data from DBAASP database;  

1. Sequences containing intrachain and coordination bonds were excluded.  

2. Sequences containing unusual amino acids were excluded.  

3. The C terminal was determined to be H (without modification), and the N 

terminal was determined to be amide (NH2). Sequences with different 

terminal modifications were excluded.  

4. Sequences that are 90 percent or more similar to each other were excluded in 

order not to decrease the accuracy of the algorithm. 

 

Table 2.1 Selections made in the DBAASP peptide database 

Selection Criteria Selection 

Synthesis Type Synthetic & Ribosomal 

N Terminus Without N Terminus Modification 

C Terminus Amide (NH2) 

Unusual Amino Acid Without Modification 

Intrachain Bond Without Intrachain Bond 

Coordination Bond Without Coordination Bond 

Synergy All with data on Synergy 
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Table 2.2 Input names and Types 

INPUTS (Predictors) TYPE 

Sequence Length Numerical 

Molecular Weight of the Sequence Numerical 

Normalized Hydrophobicity Numerical 

Net Charge Numerical 

Isoelectric Point Numerical 

Penetration Depth Numerical 

Tilt Angle Numerical 

Disordered Conformation Propensity Numerical 

Linear Moment Numerical 

Amphiphilicity Index Numerical 

Average Hydrophilicity Numerical 

Ratio of hydrophilic residues to total 

number of residues 
Numerical 

Target Species Nominal 

Gram stain of the Target Species Nominal 

Antibiotic Name Nominal 

Gram stain of the species in which the 

antibiotic is active 
Nominal 

Class of the Antibiotic Nominal 

Molecular weight of the Antibiotic Numerical 

Charge of the Antibiotic Numerical 

LogP Numerical 

Water Solubility Numerical 

pKa Numerical 

Mechanism of Action Nominal 

Activity of the Peptide Alone (MIC) Numerical 

Activity of the Antibiotic Alone (MIC) Numerical 

 

Table 2.3 Output names and types 

OUTPUTS (Outcomes) TYPE 

Fractional Inhibitory Concentration 

(FIC) Index 
Numerical 
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The predictor variables adopted for this study are divided into three categories. The 

first category includes antimicrobial peptide characteristics such as sequence length, 

molecular weight, normalized hydrophobicity, net charge, isoelectric point, 

penetration depth, tilt angle, disordered conformation propensity, linear moment, 

amphiphilicity  index, average hydrophilicity, and ratio of hydrophilic residues / total 

number of residues (%). The second category includes antibiotic characteristics such 

as molecular weight, class, physiological charge, logP, water solubility, pKa and 

mechanism of action. Lastly, the third category includes bacteria characteristics such 

as Gram type, and MIC. 

Table 2.4 Predictor Categories and Characteristics 

Predictor Categories Predictor Characteristics 

Antimicrobial Peptide 

Length 

Molecular Weight 

Normalized Hydrophobicity 

Net Charge 

Isoelectric Point 

Penetration Depth 

Tilt Angle 

Disordered Conformation Propensity 

Linear Moment 

Amphiphilicity Index 

Average Hydrophilicity 

Ratio Of Hydrophilic Residues / Total 

Number Of Residues (%). 

Antibiotic 

Molecular Weight 

Class 

Physiological Charge 

LogP 

Water Solubility 

pKa  

Mechanism of Action 

Bacteria 
Gram Type 

MIC 

 

 



17 

 

Table 2.5 Numerical Values and Units 

Numerical Values Units 

Molecular Weight of the Sequence g / mol 

Molecular Weight of the Antibiotic g / mol 

Activity (MIC) µg / ml 

Activity of the Peptide Alone (MIC) µg / ml 

Activity of the Antibiotic Alone (MIC) µg / ml 

Water Solubility of the Antibiotic mg / ml 

For two antimicrobial agents (A and B) ;  

𝐹𝐼𝐶𝐴 =
𝑀𝐼𝐶(𝐴 𝑖𝑛 𝑡ℎ𝑒 𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 𝑜𝑓 𝐵)

𝑀𝐼𝐶(𝐴 𝑎𝑙𝑜𝑛𝑒)
 (2.1) 

 

𝐹𝐼𝐶𝐵 =
𝑀𝐼𝐶(𝐵 𝑖𝑛 𝑡ℎ𝑒 𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 𝑜𝑓 𝐴)

𝑀𝐼𝐶(𝐵 𝑎𝑙𝑜𝑛𝑒)
 

 

(2.2) 

𝐹𝐼𝐶𝐼𝑛𝑑𝑒𝑥 = 𝐹𝐼𝐶𝐴 + 𝐹𝐼𝐶𝐵 (2.3) 

         Table 2.6 Fractional Inhibitory Concentration Index Values and Their 

Indications 

Fractional Inhibitory Concentration (FIC) Index 

≤ 0.5 Synergism 

> 0.5  No Interaction 

2.2 Data Preprocessing 

2.2.1 Normalization 

Normalization is a scaling method in machine learning used during data preparation 

to adjust the values of numeric inputs in the dataset in order to use a similar scale 

[94]. 
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Despite the fact that there are many normalization methods in machine learning, 

Min-Max scaling and Standardization scaling are the most commonly used. The 

Min-Max scaling technique helps the dataset in shifting and rescaling the values of 

their attributes such that they range between 0 and 1. Standardization scaling, also 

known as Z-score normalization, is a method in which the values are centralized 

around the mean with a unit standard deviation, resulting in the attribute becoming 

zero and the resultant distribution having a unit standard deviation [95]. 

Maximum Absolute (Max Abs)  scaling operates by dividing each value by the 

largest value in that feature, regardless of its sign. This transformation provides a 

distribution with values ranging from -1 to 1 [96]. 

Robust data scaling or Robust standardization is a method for normalizing input 

variables in the presence of outliers. This method ignores the outliers from the 

calculations of the mean and the standard deviation, then scales the variable using the 

calculated values [96]. 

Data normalization was performed to improve model performance since magnitude 

range vary and can impact model optimization during training. With the four 

normalization methods mentioned above, models were developed separately and 

compared.  Their effects on the accuracy of the model were evaluated. 

2.2.2 One Hot Encoding 

Most of the machine learning algorithms cannot operate with nominal data, also 

called categorical variables. These data must be converted into numerical values. 

One Hot Encoding is a binary representation of categorical variables. To begin, this 

step requires translating the values to integer values. Later, integer values are 

represented in the form of binary vectors, with all values being zero except the 

integer index, which is labeled as 1 [94]. One Hot Encoding makes categorical data 

representation easier and more expressive. 
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2.2.3 Resampling 

If there is an imbalance in the instance numbers that constitutes a class in a dataset, 

the expected outcomes will be affected when used as training data for machine 

learning. To fix the imbalance in the training data, resampling is commonly 

employed, which balances the number of instances [97]. 

The Synthetic Minority Oversampling Technique (SMOTE) is a technique 

to increase the number of instances in a balanced manner in a dataset. The 

component generates new instances from existent minority instances that 

are provided as input [98].  

2.3 Data Splitting 

Data splitting is a method that is widely used in machine learning.  In order to 

train the model and test the performance, the data is split as training and test sets 

[94]. 

The goal of the rational splitting algorithms is to choose the most representative 

group for the training set. In order to select samples, the similarity between the data 

points or data distribution is used [99].  

Random splitting algorithms pick a number of samples randomly as the training set, 

while the remaining samples are used as the test set [99]. In this study, the dataset 

was randomly split into two sets: a training set (containing 75% of the data) that was 

used to train the model and a test set (containing 25% of the data) that was used to 

test the accuracy of the model. 

2.4 Model Development 

Decision Tree is a classifier in which internal nodes represent the features of 

datasets, branches represent decision rules, and leaf nodes represent the outputs. The 

purpose of employing a decision tree is building a training model which can predict 

the class and/or value of a target variable by learning basic decision rules from the 

training data [100]. Decision trees categorize samples by descending the tree from 
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the root to leaf/terminal nodes, with the leaf/terminal nodes providing the example's 

categorization. Each node represents a test case for variable, and each edge going 

down from the node represents one of the test case's possible answers. This recursive 

approach is repeated for each subtree [101].  

Light GBM (LGBM) is a gradient boosting framework based on the decision tree 

algorithm that can be used for classification, ranking, and a variety of other machine 

learning applications [102]. 

The Adaptive Boosting or shortly AdaBoost algorithm is a boosting approach used in 

Machine Learning as an ensemble method. The algorithm employs one-level 

decision trees called weak learners, which are successively added to the ensemble. 

Each model aims to correct the predictions generated by the model preceding it. This 

is accomplished by weighting the training dataset in order to focus more on training 

examples where previous models made prediction mistakes [103]. Adaptive Boosting 

is so named because the weights are re-assigned to each example, with larger weights 

applied to mistakenly categorized instances. Boosting method is regularly used to 

reduce bias and variation [104]. 

Extreme Gradient Boosting (XGBoost) is a Machine Learning technique that 

employs a gradient boosting (GB) framework. It may be used to solve problems 

including classification, ranking,  regression and user-defined prediction [105]. 

Gradient-boosted decision trees train an ensemble of superficial decision trees 

repeatedly, with each iteration utilizing the prior model's error residuals to fit the 

next model. The final prediction is the weighted total of all predictions. Boosting 

reduces bias and underfitting [106]. 

Rain Forest is a well-known machine learning algorithm, and it is a member of the 

supervised learning approach. It can be applied to regression and classification 

issues. RF uses decision trees on different subsets of the given dataset and averages 

the results to improve the accuracy of the prediction of the dataset [107]. 

SVM technique is applicable to both classification and regression problems. The 

SVM algorithm's goal is to identify a hyperplane in an N-dimensional space and 

clearly classify the data points [108]. 
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Despite its name, logistic regression (LR) is a classification model rather than a 

regression model. It  is also known as maximum-entropy classification (MaxEnt), the 

log-linear classifier, or logit regression. A logistic function is used in this model to 

describe the probability defining the probable outcomes of a single experiment [109]. 

Linear Discriminant Analysis (LDA) is a classifier that has a linear decision surface. 

The LDA classifier is appealing because it provides a closed-form solution that is 

simply computed, is intrinsically multiclass, has been demonstrated to operate well in 

practice, and does not have hyperparameters to modify [110]. 

The concept behind nearest neighbor approaches is to identify a preset number of 

training samples that are closest in proximity to a new point and anticipate the label 

based on them. The number of samples might be fixed, which is called k-nearest 

neighbor learning (KNN) [111], or variable depending on the density of points, 

which is called radius-based neighbor learning. 

Gaussian processes are a supervised learning approach that can be used to tackle 

regression and probabilistic classification issues. The GaussianProcessClassifier 

(GPC) uses Gaussian processes for classification, especially probabilistic 

classification, where predictions are in the form of class possibilities. GPC  can 

perform one-versus-one or one-versus-rest based training and prediction for multi-

class classification [112]. 

Naive Bayes techniques are a type of supervised learning algorithm that employ 

Bayes' theorem with the "naive" assumptions of conditional independence 

between feature pairs given the class variable value. They require little training data 

for estimating the required parameters, and these classifiers can be very fast when 

compared to more sophisticated algorithms. [113]. There are many types of naive 

bayes, including Gaussian Naive Bayes (GNB) and Bernoulli Naive Bayes (BNB). 

Bagging classifiers (BC) are ensemble meta-estimators that fit base classifiers on the 

original dataset subsets and aggregate their predictions through voting or averaging 

to generate a final prediction. BC is often used to minimize the deviation of a black-

box estimator by incorporating randomization into its building mechanism and then 

constructing an ensemble from it [114]. 
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Various models were developed using the algorithms described above. Accuracy 

scores were calculated and compared. Lastly, the algorithm with the highest score 

was chosen to develop the final model. 

2.5 Hyperparameter Tuning 

The process of determining the correct combination of hyperparameters that 

maximize the performance of a model is known as hyperparameter tuning. It works 

by running several trials in one training process. Once completed, the method will 

provide the set of hyperparameter values that are most suited for the model to 

provide optimal results [115]. 

2.6 Model Evaluation 

The Confusion Matrix was created to visualize the correct and incorrect predictions. 

The receiver operating characteristic (ROC) curve was drawn according to the True 

Positive Rate and False Positive Rate. The success of the model was evaluated with 

the F1 score, Accuracy, Recall, and Precision measures. Additionally, the importance 

of the features was examined and the most important features were determined. 
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Chapter 3 

Results 

3.1 Data Collection 

The data were collected from the DBAASP site by applying the necessary extraction 

criteria. Information on antibiotics was obtained from the DrugBank site. The FIC 

Index value was determined as the output.  

Rows with missing values were removed. In total, 407 rows of data were collected. 

Some values were given in µM, while others were given in µg/ml. Values given as 

µM were converted to µg/ml by calculations for unit integrity. Inputs were arranged 

so that all data in a column have the same unit. 

3.2 Data Preprocessing 

Due to the fact that some of the entries were nominal, the nominal data were 

converted to numerical data using the One Hot Encoding method. Since the big gap 

between the smallest and largest values would affect the accuracy of the model, the 

values were rescaled by the normalization method. To train the model and test its 

performance, data were divided into training and test sets by the data splitting 

method.  

Data distributions before SMOTE; 

While the number of those who showed synergism (≤ 0.5) was 199, the number of 

those who did not interact (>0.5) was 208. 9 new instances were generated with 

SMOTE. 
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Figure 3.1 Scatter Plot Matrix 

A scatter plot is a graph in which each value is illustrated by a dot. Scatter plots use 

dots to show how one variable affects another or the relation between them. Scatter 

plots plot data points on the x and y axes [116]. 
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Figure 3.2 Training data histogram 

A dimension is utilized to construct a histogram on each diagonal plot of the 

scatter matrix. A histogram is a type of 0D visualization that illustrates the data 

distribution that is on a single dimension. It displays the data distribution far more 

clearly and accurately than a plot of the dimension of data against itself. Histograms 

are useful for observing data distribution [117]. As can be seen in Figures 3.1 and 

3.2, the original data distributions are wide-ranging and imbalanced.  
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Figure 3.3 Correlation matrix 

A correlation matrix is a table that illustrates the correlation coefficients for 

variables. The matrix shows the correlation between all possible pairings in a table. It 

is a strong tool for summarizing large datasets as well as identifying and visualizing 

patterns in the data. As can bee seen from Figure 3.3, it comprises of rows and 

columns displaying the variables. The correlation coefficient is contained in each cell 

of the table. Coefficients range between -1 and 1 where -1 represents a totally 

negative linear correlation, 0 represents that there is no linear correlation, and 1 

represents a totally positive linear correlation. This means that the farther the 

coefficient from zero, the stronger the relationship between two variables. Looking at 

the figure, a strong positive correlation (0.95) was seen between the molecular 
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weight and length of AMP. However, a strong negative correlation (-0.98) was seen 

between the disordered conformation propensity and the normalized hydrophobicity 

of AMP, and also between the disordered conformation propensity and the 

amphiphilicity index of AMP (-0.83). There was a strong negative correlation (-0.65) 

between the charge and the logP value of the antibiotic, while a strong positive 

correlation (0.75) was observed between the charge and the pKa value of the 

antibiotic. In addition, a strong positive correlation was observed between the 

normalized hydrophobicity and amphiphilicity index of AMP (0.85), and between 

the charge and average hydrophilicity of AMP (0.71). 

 

Figure 3.4 Original data value distribution 

As can be seen from Figure 3.4, the original values were distributed over a wide 

range. Four different normalization methods, namely Z-score, Min-Max, Max-Abs, 

and Robust, were tried, and the data were fit into certain intervals specific to the 

method. 
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Figure 3.5 Normalized data by A) Z-score B) Min-Max C) Max-Abs D) Robust 

methods 

Looking at Figure 3.5D, it can be seen that the method that can normalize the data 

distribution to the narrowest area is the Robust method. The extremes of the values 

decrease the accuracy of the model. Therefore, the closer the values are to each other, 

in other words, if they are distributed over a narrow area, the more successful the 

model will be. For these reasons, the Robust method was chosen in model 

development. 

A B 

C D 
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Figure 3.6 Normalizer results 

Table 3.1 Normalizer accuracy scores 

Normalization  

Strategy 
Classifier Accuracy Scores 

Z-Score 

MLPC 0.732 ± 0.095 

Optimized-LGBMC 0.732 ± 0.096 

RFC 0.717 ± 0.115 

LGBMC 0.723 ± 0.098 

Min-Max 

MLPC 0.718 ± 0.109 

Optimized-LGBMC 0.744 ± 0.119 

RFC 0.717 ± 0.120 

LGBMC 0.730 ± 0.107 

Max-Abs 

MLPC 0.714 ± 0.108 

Optimized-LGBMC 0.729 ± 0.104 

RFC 0.714 ± 0.119 

LGBMC 0.732 ± 0.107 

Robust 

MLPC 0.739 ± 0.090 

Optimized-LGBMC 0.753 ± 0.097 

RFC 0.720 ± 0.095 

LGBMC 0.739 ± 0.106 

Looking at Figure 3.6 and Table 3.1, it was seen that the model using the LGMBC 

classifier and the Robust normalization method gave the highest accuracy score. 

Therefore, while developing the model, the model with the highest accuracy score 

was selected. 
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3.3 Model Development 

 

Figure 3.7 Accuracy scores of different classifiers 

17 different classifiers were tried, and the accuracy scores of the models developed 

with these classifiers were measured. It can be seen from Figure 3.7 and Table 3.1 

that the classifier with the highest accuracy score was LGBMC. For this reason, the 

LGBMC classifier was chosen for the model development. 

Table 3.2 Accuracy scores of the classifiers 

Model ACC Scores 

LR 0.667  ± 0.111 

LDA 0.682 ± 0.089 

GPC 0.739 ± 0.111 

XGBC 0.727 ± 0.129 

LGBMC 0.757 ± 0.103 

KNN 0.728 ± 0.094 

DTC 0.705 ± 0.094 

ETC 0.638 ± 0.116 

GNB 0.619 ± 0.107 

BNB 0.659 ± 0.150 

SVM 0.689 ± 0.116 

BC 0.741 ± 0.152 

ABC 0.701 ± 0.112 

HGBC 0.746 ± 0.124 

RFC 0.749 ± 0.121 

GBC 0.696 ± 0.116 

MLPC 0.753 ± 0.099 
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3.4 Model Evaluation 

 

Figure 3.8 A) Confusion matrix and B) ROC curve of the LGBMC model 

As can be seen from the Figure 3.8A, there were 55 data with an FIC index greater 

than 0.5 (No Interaction). The model predicted 43 of them correctly (true positive) 

and 12 of them incorrectly (false positive). Also, there were 49 data with an FIC 

index less than or equal to 0.5 (Synergism). The model predicted 37 of them 

correctly (true positive) and 12 of them incorrectly (false positive). If expressed as a 

percentage, the model correctly predicted 78.2% of the data with no interaction, and 

correctly predicted 75.5% of the data with synergistic effects. 

ROC curve is a graph that depicts model performance at all classification thresholds. 

This curve depicts two parameters: True Positive Rate (TPR), and False Positive 

Rate (FPR) [118].  AUC is an abbreviation for "Area Under the ROC Curve." AUC, 

in other words, measures the whole two-dimensional area under the ROC curve. 

AUC values vary from 0 to 1 [118]. As can be seen from the Figure 3.8B, the AUC 

value in this study was 0.807.  

The effect of the importance of predictors on the performance of the model was 

measured in terms of information gain. The initial accuracy of the model was 72.4%. 

After hyperparameter tuning was performed, the accuracy of the model reached 

75.4%. 

A B 
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Figure 3.9 Feature importance after one hot encoding 

The term "feature importance" refers to a class of strategies for giving scores 

to features in a predictive model, indicating the relative significance of features when 

making predictions. With the One Hot Encoding, all nominal inputs are converted to 

numerical inputs with the 1-0 encoding method. When One Hot Encoding is done, 

each line is converted to a column for encoding. In other words, each row becomes a 

feature. That is the reason there are so many features in Figure 3.9. The sum of the 

importance values of all the features in the Figure 3.9 is equal to 1. 
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Figure 3.10 Feature importance  

The sum of the feature importance values is equal to 1. As can be seen from Figure 

3.10, it was seen that the most important feature was the species in which the 

synergistic effect of antibiotic and AMP was investigated. The second and third most 

important features were the MIC values of the peptide and antibiotic when used 

alone. It was also seen that the least important features were the isoelectric point of 

the AMP, the charge of the antibiotic, and the gram type of the pathogen in which the 

antibiotic was active on. In addition, it was seen that the features of the antibiotic 

were more important. 
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Developed model was evaluated by calculating the Accuracy, Presicion, Recall 

(sentivity), and F1 Score values. 

Accuracy is a measure that describes the proportion of correct predictions among all 

predictions. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁. 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑁. 𝑜𝑓 𝐴𝑙𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=  

𝑁. 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑆𝑖𝑧𝑒 𝑜𝑓 𝐷𝑎𝑡𝑎𝑠𝑒𝑡
 (3.1) 

Where the number of correct predictions is equal to 80 and the size of the dataset is 

equal to 104 ; 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
80

104
= 0,7692 ≈ 𝟎, 𝟕𝟕 

Precision is a measure of how many of the positive predictions made are correct, in 

other words, true positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝑁. 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑁. 𝑜𝑓 𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 (3.2) 

In the case of Synergism, there are 37 correct predictions and 12 incorrect 

predictions; 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
37

49
= 0,755 ≈ 0,76 

In the case of No Interaction, there are 43 correct predictions and 12 incorrect 

predictions; 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
43

55
= 0,78  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =  
0,76 + 0,78

2
= 𝟎, 𝟕𝟕  
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Recall, also known as sensitiviy, is a measure of how many positive instances the 

classifier predicted correctly out of all the positive instances in the data. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑁. 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑁. 𝑜𝑓 𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 
𝑖𝑛 𝑡ℎ𝑒 𝐷𝑎𝑡𝑎𝑠𝑒𝑡

 
(3.3) 

In the case of Synergism, there are 37 correct predictions and 12 incorrect positive 

predictions; 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
37

49
= 0,755 ≈ 0,76 

In the case of No Interaction, there are 43 correct predictions and 12 incorrect 

positive predictions; 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
43

55
= 0,78  

𝑅𝑒𝑐𝑎𝑙𝑙𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =  
0,76 + 0,78

2
= 𝟎, 𝟕𝟕  

F1-Score is a metric that combines precision and recall results. It is commonly 

referred to as the harmonic mean of the precision and recall. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (3.4) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
0,77 𝑥 0,77

0,77 + 0,77
=  

1,186

1,54
= 𝟎, 𝟕𝟕 
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Chapter 4 

Discussions 

Fields et al. [119] have created a pipeline for the creation and testing of bacteriocin-

derived compounds that combines sequence-free bacteriocin prediction with machine 

learning and a biophysical feature filter to identify peptides that contain 20 amino 

acids and can be synthesized and tested for activity. They generated a total of 28,895 

20-mer potential peptides and rated them based on charge, as well as hydrophobic 

moment. They chose 16 sequences for synthesiss, then tested their antibacterial, 

cytotoxic, and hemolytic actions. Peptides with the highest  biophysical criteria 

scores demonstrated strong antimicrobial efficacy against Pseudomonas aeruginosa 

and Escherichia coli. Their combination strategy incorporates biophysical-based 

minimum region determination and machine learning to develop a novel 

methodology for discovering bacteriocin candidates suitable for rapid synthesis and 

assessment for therapeutic use. 

Because of their hemolytic toxicity, most AMPs used in clinical studies are 

administered topically.  Plisson et al. [120] constructed machine learning algorithms 

and outlier detection techniques to guarantee robust predictions for AMP discovery 

and the design of new peptides with lower hemolytic activity. Their best model 

predicted the hemolytic tendency of any peptide sequence with an accuracy of 95-

97%. Using multivariate outlier detection models, researchers discovered that 273 

AMPs could not be reliably predicted. Their combined strategy led to the design of 

507 peptides, identification of 34 AMPs that are not hemolytic, and the development 

of non-hemolytic peptide design guidelines. 

Li et al. [121] sought to identify factors regulating selectivity by correlating peptide 

sequence information with bioactivity data using the random forest algorithm. Out-

of-bag prediction generated satisfactory predictive models with accuracies in excess 
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of 0.80.  Model interpretation using variable significance metrics and partial 

dependency plots revealed that the distribution patterns and composition of 

molecular charge and solubility-related factors strongly influenced selectivity. 

Furthermore, because it appears to be similar selective mechanism based on charge-

solubility properties, the investigated target species had a great influence on how 

selectivity was achieved. 

Nagarajan et al. [122] employed a language model with long short-term memory 

(LSTM) to comprehend the arrangement as well as the frequencies of amino acids in 

known peptide sequences. They generated 10 peptides based on LSTM network 

output and tested these peptides against pathogens. All peptides demonstrated broad-

spectrum antimicrobial activity, confirming the validity of their LSTM-based design 

approach. Their two most effective AMPs were shown to be effective against 

multidrug-resistant (MDR) clinical isolates of Acinetobacter baumannii, Escherichia 

coli, Pseudomonas aeruginosa, Klebsiella pneumoniae, and Staphylococcus aureus. 

Peptides interacted with cell membranes and disrupted them, resulting in secondary 

gene regulatory effects. 

Xu et al. [47] gave a detailed survey of current methodologies for AMP identification 

and highlighted the variations between these methods. Furthermore, they assessed 

the prediction performance of the tools using an independent test datasets of 1536 

AMPs and non-AMPs. They also constructed six validation datasets based on six 

popular AMP databases and made comparisons between different computational 

approaches using these data sets. The results showed that amPEPpy outperformed the 

other evaluated methods in terms of prediction performance. Because the prediction 

performances of different approaches are impacted by the datasets used, they also 

performed cross-validation tests in order to compare several traditional machine 

learning algorithms on the same dataset. Cross-validation findings showed that SVM, 

RF, and XG Boosting outperformed other machine learning techniques and were 

frequently the algorithms of choice for several AMP prediction tools. 

There are several computational approaches for predicting AMPs. However, 

Vishnepolsky et al. [58] discovered that most of these approaches could only forecast 

if a peptide would have any antimicrobial potency, there are no tools that could 

predict antimicrobial efficacy against specific strains. They introduced a semi-
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supervised learning strategy using a clustering algorithm to predict the activity of 

linear AMPs against specific Gram-negative strains. The algorithm was capable of 

distinguishing peptides that are active against specific strains from those that are 

active but not against the specific strain under consideration. The present AMP 

prediction technologies were incapable of performing this task. 

Gull et al. [89] developed AMAP, a machine learning-based model to predict the 

biological activity of peptides, with an emphasis on antimicrobial activity 

predictions. AMAP improves on previous state-of-art methodologies by using multi-

label classification for predicting 14 distinct types of activities of a given peptide 

sequence. They conducted performance studies of the suggested method. AMAP was 

benchmarked using newly published experimentally validated peptides that were not 

part of their training set, in addition to performance comparisons with current AMP 

predictors. They also examined the features employed in this study, and their 

findings demonstrated that the suggested predictor is capable of accurately predicting 

the biological activity of new peptide sequences. 

Sharma et al. [123] developed the AniAMPpred model by taking into account all of 

the available AMPs from the animal world with lengths ranging from 10-200. The 

model identified probable antimicrobial proteins (PAPs) in animal genomes using a 

SVM algorithm. The findings demonstrated that the suggested model outperformed 

previous state-of-art classifiers, had high confidence in predictions, and could 

accurately classify AMPs and non-AMPs for a wide range of lengths. They identified 

436 PAPs in the Helobdella robusta genome. They also discovered similarities 

between PAPs and antimicrobial proteins from various animal species through 

detailed analysis. 

Antiviral peptides are a kind of AMP which has the potential to combat virus 

infection. Pang et al. [124] suggested a two-stage classification approach to predict 

antiviral peptides and their antiviral functional activities. The initial step was to 

distinguish the antiviral peptides from a large array of peptides that included not only 

non-AMPs but also AMPs that did not have antiviral functions. The second step was 

in charge of identifying one or more virus families as well as species that the 

antiviral peptide targets. Imbalanced learning was used to improve prediction 

performance. The model employed machine learning strategies that are based on 
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Shapley value to analyze how the descriptors affected the antiviral activities and 

used numerous descriptors to precisely display the peptide features. Lastly, the 

proposed model's evaluation performance indicated its capacity to forecast antiviral 

actions and their prospective functions against different virus families. 

In this study, the interaction between antibiotics and antimicrobial peptides was 

evaluated in terms of FIC index value. To summarize the steps followed, data were 

collected from various databases. Missing values have been removed. With the 

resampling, more specifically SMOTE technique, the sets with unbalanced data 

numbers were equalized in number. The wide data distribution was narrowed by the 

data normalization method. Nominal variables were converted to numeric values 

with one hot encoding method. Data were separated by data splitting method as 

training and test sets. Finally, various modeling algorithms were tried and the 

algorithm with the highest accuracy was selected. The model was developed with the 

selected algorithm and the success of the model was evaluated. 

A correlation matrix was created. If the values are very close to 1 and -1 in the 

correlation matrix, it is called the dependent variable. In other words, the two 

variables are highly dependent on each other. Dependent variables are undesirable as 

they will negatively affect the accuracy of the model and are usually removed from 

the model. All were included in this study. If the dependent variables are also 

removed, the high accuracy score already obtained in the model will increase even 

more. 

The original values were distributed over a wide range. There were both very high 

and very small values, which is something that would negatively affect the accuracy 

of the model. Therefore, normalization was required to narrow these ranges. The 

normalization method with the highest accuracy value was the robust method. For 

that reason, normalization was done by choosing the robust method. 

A model with 100% incorrect predictions has an AUC value of 0.0; one with 100% 

correct predictions has an AUC value of 1.0. That is to say, the closer the AUC value 

to 1, the better the performance of the model [118]. In our model, this value was 
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measured as 0.807. Since it is close to 1, it can be said that the success of the 

developed model is high.  

Looking at the feature importance data, it was seen that the most important feature 

was the pathogen type, as expected. Afterwards, the second and third most important 

features were the MIC values of AMP and antibiotic, respectively. This was also 

expected because the FIC index was determined as output, and according to the FIC 

index formula, the MIC values of the antimicrobial agents used are included in the 

formula. However, the surprising thing was that although the MIC values of the two 

agents were included in the formula, the correlation between them and the FIC index 

was low, even very close to zero. As the FIC value was calculated using the MIC 

values, they were expected to be dependent variables. 

It was also expected that the values were negative because the MIC values are in the 

denominator in the formula. In other words, an increase in MIC values causes a 

decrease in FIC value.  

To summarize, the predictive success of the model is high based on accuracy score 

and other calculated values. As mentioned, the success of the model will increase if 

the dependent variables are eliminated. 
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Chapter 5 

Conclusions 

Although the use of a urinary catheter becomes a necessity for bladder-related 

problems, infections cause many problems, such as blockage of catheters and kidney-

related problems if infections progress. Many methods have been tried to prevent 

these problems, but none of the methods have achieved satisfactory success.  

The use of antimicrobial agents in high concentrations can cause a lot of side effects. 

It has been proven in various studies that antimicrobial agents can have a synergistic 

effect on each other. For this reason, it is expected that the combined use of two 

antimicrobial agents, which have a synergistic effect on each other may prevent the 

toxic effects that may be caused by the use of antimicrobial agents in high 

concentrations.  

In this study, it is predicted that the use of antibiotics and antimicrobial peptides 

together will prevent the stability and decreased antimicrobial activity problems of 

antimicrobial peptides and the emergence of drug-resistant microorganisms caused 

by antibiotics.  

With the machine learning method, it is aimed to create a model with high predictive 

success and to prevent the loss of time and resources spent in laboratory experiments.  

Models were developed using the 17 different classifiers, and their accuracy was 

tested and compared. As a result of the comparisons made, LGBMC was determined 

as the classifier with the highest accuracy.  
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The model was created with the LGBMC algorithm using the robust scaling method. 

The accuracy result of the model was calculated as AUC. According to the results, it 

was seen that the accuracy of the model was high. In line with the satisfactory results 

obtained as a result of various tests, it is anticipated that this study will shed light on 

future studies. 
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