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Multi-Channel EEG-Based Emotion Classification

Using Deep Neural Networks

Abstract

Emotions are the impressions that a particular object, event or moment creates in the
inner world of a person. Emotions are an important part of our lives. The aim of this
study is to classify emotions from multi-channel EEG signals using visual and auditory
stimuli based on multivariate synchrosqueezing transform. In this study, EEG signals
were obtained from 13 women and 12 men. The graphical user interface (GUI) is
designed to display visual and auditory stimuli at specific time intervals. The 60 visual
stimuli consisting of 48 images selected from the International Affective Image
System (IAPS) and 12 images selected with the same characteristics were used. In
addition, 60 auditory stimuli consisting of 48 voices selected from the International
Affective Digitized Sounds System (IADS) and 12 voices selected with the same
characteristics were used. Preprocessing is done after the EEG signals are obtained and
long signals are segmented to obtain the time intervals in which the stimuli are shown.
With the multivariate synchrosqueezing transform method, 32 channels were
processed simultaneously. Then the 2D images obtained were given as input to the
deep learning architecture. In this study, AlexNet, VGG-19, GoogLeNet, ResNet-50
and Inception-v3 architectures were used, which are among the most known
convolutional neural network architectures. The best AlexNet came out and therefore
other classification scenarios were executed over AlexNet. The k-fold cross validation

was adopted to evaluate the robustness of the models proposed in this study and the k



value was chosen as 3. Performance measurements were made for Fold-1, Fold-2,
Fold-3, and average fold in valence, arousal and dominance. By training the AlexNet
architecture in visual arousal, an average accuracy value of 71.60% was reached, while
an average accuracy value of 70.58% was achieved in auditory arousal. The average
accuracy value for visual valence was 67.93%, while the average accuracy value for
auditory valence was 70.58%. While the average accuracy value for visual dominance
was 65.40%, the average accuracy value was 72.60% for auditory dominance. The
results demonstrated that the proposed method achieved promising performance to
classify the emotions. The proposed method reduced the computational cost, and
significantly improved the classification performance.

Keywords: EEG signal, emotion recognition, deep neural networks, convolutional

neural network, AlexNet, multivariate synchrosqueezing transform



Derin Sinir Aglar1 Kullanarak Cok Kanalli EEG Tabanli

Duygu Siniflandirmasi

Oz

Duygular, belirli bir nesnenin, olayin veya anin bir kisinin i¢ diinyasinda yarattigi
izlenimlerdir. Duygular hayatimizin 6nemli bir pargasidir. Bu ¢alismanin amaci, ¢ok
degiskenli senkrosikistirma doniistimiine dayali olarak gorsel ve isitsel uyaranlar
kullanarak ¢ok kanalli EEG sinyallerinden duygulari siniflandirmaktir. Bu ¢alismada
13 kadin ve 12 erkekten EEG sinyalleri alinmistir. Grafik kullanici arayiizii (GUI),
belirli zaman araliklarinda gorsel ve isitsel uyaranlart goriintiilemek i¢in
tasarlanmistir. Uluslararas1 Afektif Goriintlii Sisteminden (IAPS) segilen 48 resim ve
ayn Ozelliklerde segilen 12 resimden olusan 60 gorsel uyaran kullanilmigtir. Ayrica
Uluslararas1 Duyussal Sayisallastirilmis Sesler Sisteminden (IADS) secilen 48 ses ve
ayni1 6zelliklerde segilen 12 sesten olusan 60 isitsel uyaran uyaran kullanilmistir. EEG
sinyalleri elde edildikten sonra 6n isleme yapilir ve uyaranlarin gosterildigi zaman
araliklarini1 elde etmek icin uzun sinyaller segmentlere ayrilir. Cok degiskenli
senkrosikistirma doniisiimii yontemi ile 32 kanal es zamanli olarak islenmistir. Daha
sonra elde edilen 2 boyutlu goriintiler derin 6grenme mimarisine girdi olarak
verilmistir. Bu ¢alismada en bilinen evrigimli sinir ag1 mimarilerinden AlexNet, VGG-
19, GoogLeNet, ResNet-50 ve Inception-v3 mimarileri kullanilmistir. En iyi AlexNet
cikmistir ve bu nedenle diger siniflandirma senaryolar1 AlexNet iizerinden yiriitiildii.
Bu caligmada 6nerilen modellerin saglamligini degerlendirmek i¢in k-katlamali gapraz
dogrulama uygulanmis ve k degeri 3 olarak se¢ilmistir. Uyarilma, valence ve
baskinlikta Kat-1, Kat-2, Kat-3 ve ortalama kat igin performans dl¢iimleri yapilmistir.

AlexNet mimarisini gorsel uyarilmada egiterek, %71,60 ortalama dogruluk degerine,
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isitsel uyarilmada ise %70,58 ortalama dogruluk degerine ulasilmistir. Gorsel degerlik
icin ortalama dogruluk degeri %67.93 iken isitsel degerlik i¢in ortalama dogruluk
degeri %70.58 idi. Gorsel baskinlik i¢in ortalama dogruluk degeri %65,40 iken, isitsel
baskinlik i¢in ortalama dogruluk degeri %72,60 olarak bulunmustur. Sonuglar,
Onerilen yontemin duygulari siniflandirmak ig¢in umut verici bir performans
gosterdigini kamtlamistir. Onerilen ydntem, hesaplama maliyetini azaltmis ve

siniflandirma performansin1 6nemli 6l¢giide iyilestirmistir.

Anahtar Kelimeler: EEG sinyali, duygu tanima, derin sinir aglari, evrisimli sinir

aglari, AlexNet, ¢cok degiskenli senkrosikistirma doniisiimii

Vi



Acknowledgment

I wish to express my deepest gratitude and appreciation to my esteemed supervisor
Assist. Prof. Dr. Onan GUREN for her patience, tolerance and advice, who always

supported me throughout my studies, and benefited from her experiences.

I would also like to express my gratitude to Research Assistant Mehmet Akif
OZDEMIR, who did not spare his help and support, as well as providing useful
comments during my thesis studies and | enjoyed working together.

| am grateful to my dear father Altan ERGIN, my mother Penbe ERGIN and my sister
Ebru ERGIN TANRIOVER for their love, patience, care and support throughout my
life. And I would like to thank my dear Siileyman ESLIK for his endless support,

patience and love. Thanks to you, | passed this long working time in a pleasant way.

| hope that this thesis will contribute to future studies.

vii



Table of Contents

Declaration of AUtNOISNIP.......vociiiei e ii
ADSTIFACT .. ii
OZ. . ottt v
ACKNOWIEAGMENT ... vii
Table Of CONENES .....veeiicie e viii
LISE OF FIQUIES ...ttt bbb Xi
LISt OF TADIES. ... e Xiii
List OF ADDIEVIALIONS. .......coiiiiieie s Xiv
LiSt OF SYMDOIS ..o XVii
1 INTrOAUCTION ..ot 1
1.1 BRIN ettt 2
1.1.1  Lobes of The Brain and FUNCLIONS ..........ccceviiineniiininiecces 4

1.1.2  LimDBIC SYStEM ..ot 5

1.2 EEG bt 6
1.2.1 EEG Signals and Subbands of EEG Signals..............ccceceevviieieenenne. 7

1.2.2  Measurement of EEG Signals .........cccooiiiiiiiiiiineeeeeees 8

1.3 Emotional PRENOMENE .......cc.oiiiiiiiieiec s 9
1.3.1  The Classification of EMOLIONS ..........cccovvviiiiiineii e 9

1.3.2  Influences 0N EMOLION..........ccooeiiiiiiiiiiccce e 11

1.4 Emotional Brain-Computer INterfaces..........ccoovvviriiienenine s, 13

2 LITErature REVIBW .......coiiiiiiiiicieseee s 16
3 Materials and MEethods ..o 20

viii



3.1 Data ACQUISTTION. .....ocuiiieiiie it eiee sttt st neeas 22

3.2 Matlab — Graphical User Interface (GUI) .......ccccooviiiiiiiiiecieseencce e, 22
3.3 Determination of SIMUIL.........cccooiiiiiiiii e 24
3.3.1  The International Affective Picture System (IAPS).......ccccccevvvenrne. 24
3.3.1.1 Determination of Visual Stimuli ............ccccoovviiiininiiiic 24
3.3.2  The International Affective Digitized Sound System (IADS) ......... 30
3.3.2.1 Determination of Auditory Stimuli .........c.ccccevvvieiieie i 30
3.3.3  Evaluation of Visual - Auditory Stimuli ...........ccoceviiiniiiinee, 35
34 TOOIS USEA ...t 37
3.4.1 EEG Device (BrainVision Recorder and Analyzer)........c.ccccoeveneen. 37
3.4.2 EDA Device (BIOPAC SYStEMS)......cciveruriieiieriesieieesie e e 42
343 MATLAB —EEGLAB ... 43
3.5 EXperimental Data...........cccccovevieiiiiieie e 45
3.5.1  EXperiment ProtoCol..........cccooiiiiiiiniiisisieecee e, 45
3.5.2  EXperimental SEtUP ......ccoveieiiiiice e 47
3.6 DAt ANAIYSIS ..o 50
3.6.1  Proposed Method...........cccooeiiiiiiic i 50
3.6.2 EEG Signal PreproCessing........ccccoeierererenisieeieniesiesiesiesieseseeens 50
3.6.3 EEG Data Segmentation.............cccoevieiiereiieieeee e 51
3.6.4  Time—Frequency Representations (TFRS).......ccccceveniiininiiniinieennnn, 51
3.6.5 Wavelet based Synchrosqueezed Transforms (WSST)........c..c....... 52
3.6.6  Multivariate Synchrosqueezing Transform (MSST) ........c.ccccveveneen. 52
3.6.7  Deep Neural Networks and Applications...........ccccccvevveiiieciieevneenne. 54
3.6.8  Convolutional Neural Network (CNN) ........cccovviiinineniiieeeee, 55
3.6.8.1  AIBXNEL ... s 57
3.6.8.2 VGGNEL-19 ...t 58
3.6.8.3  GOOQLENEL ......evii it 58



3.6.8.4 RESNEL-50......cciiiiiiiiiiiii 58

3.6.8.5 INCEPLION-V3.. ..o 59

3.6.9  Training Parameters of Deep NetwWorks .........cccevvveeveevieseeseeinenn 59

3.6.10 Performance Management...........cccooerirenininieenenese e 59

A RESUIT.. oo 65
5 CONCIUSION ...t 78
RETEIENCES ...ttt 79
CUTTICUIUM VITAE ... 87



List of Figures

Figure 1.1 The brain Structure [12]......cccccveieiieiiie e 3
Figure 1.2 The structure of biologic nerve cell..........ccocooviieiiiiiece s 4
Figure 1.3 Lobes of the brain [13] .......ccoooiiiiiii e 4
Figure 1.4 Parts of limbic SyStem [16].......cccccvueiiiiiiieiecc e 6
Figure 1.5 Electrode placements according to International 10/20 system [19] ....... 9
Figure 1.6 The 2D model consisting of valence and arousal dimensions [23]........ 10
Figure 1.7 3D emotion classification model [24] ..o 11
Figure 1.8 Brain-Computer INterface .........ccccocovvveiiiiie i, 14
Figure 3.1 Steps of emotion classification SYStem...........cccvvveiiiencneniseeeeees 21
Figure 3.2 Design window of graphical user interface in fig format....................... 23
Figure 3.3 Presented window of graphical user interface to users..............ccccene.... 23
Figure 3.4 SAM for valence, arousal, dominance and liking in GUI....................... 36
Figure 3.5 The setup 0f EEG JEVICE........cccoeiiiiiiirereeeeee e 38
Figure 3.6 (a) Top view of BrainCap, (b) Right view of BrainCap...........c.cccceeuue. 38
Figure 3.7 Displaying the 32 electrodes positions on the scalp...........ccccccevveiveennenn. 39
Figure 3.8 Impedance CheCk WINAOW ............cccoveiiiiic i 41
Figure 3.9 The taken EEG signals from participant during experiment.................. 41
Figure 3.10 (a) Disposable electrodes used in the experiment, (b) A photo taken from

the participant during EDA reCcording ........ccccoovvvereneneneseneseeeeeeeen, 42
Figure 3.11 The EDA signals received from the participant during the experiment. 43
Figure 3.12 The EEGLAB WINAOW ........cccoiiiiiiiiieiie e 43
Figure 3.13 Plotting 32-channel EEG signal in EEGLAB .........ccccociiiiniiiiiennn 44
Figure 3.14 EEGLAB window for .vhdr file..........c.ccocoiiiiiice 44
Figure 3.15 Examples from used TAPS IMageS........ccccvveiveeiieiiie e 46
Figure 3.16 Demonstration plan for the visual stimulus experiment......................... 46
Figure 3.17 Demonstration plan for the auditory stimulus experiment..................... 47
Figure 3.18 A photo taken from the participant during experiment............c.cccceevene. 49

Xi



Figure 3.19 Block diagram of the proposed method ...........ccoccovieiiiiiniiiiiic e, 50
Figure 3.20 An example of the TFR of 32-Channel EEG signal in our dataset......... 54

Figure 3.21 Structure of the deep learning [47]......cccveveveeiieieiece e, 55
Figure 3.22 An example of CNN topology [49].....ccceveiieiieieeeseee e, 55
Figure 3.23 ReLu activation fUNCHION ..........cccooviiieiiie e 56
Figure 3.24 Example of fully-connected neural network [50] ........cccoooevvrvivniennn 57
Figure 3.25 The architecture of AleXNet [51] ....ccoevviieiieiieiecieceee e, 58
Figure 3.26 ConfuSION MALIIX.......cccveiuiiieiierieeieseese e sre e sne e 60
Figure 3.27 One of the obtained confusion matrixes in our study............c.ccccveevennne. 60
Figure 3.28 A ROC curve graph obtained in the study ...........cccoceeeveniiiniiiien 62
Figure 3.29 The schematic representation of 3-fold cross validation........................ 64
Figure 3.30 An example of training and validation gaphics..............ccceevevveiieieennenn, 64

Figure 4.1 The training accuracy vs epochs for training during fine-tuning the model
in visual data for a arousal ¢ valence e dominance, and the validation
accuracy Vs epochs in visual data for b arousal d valence f dominance 71
Figure 4.2 The training accuracy vs epochs for training during fine-tuning the model
in auditory data for a arousal ¢ valence e dominance, and the validation
accuracy vs epochs in visual data for b arousal d valence f dominance 72
Figure 4.3 The confusion matrices obtained in Fold1, Fold2, Fold3 in testing phase
and validation phase in arousal as visual and auditory ...............ccccoc..... 73
Figure 4.4 The confusion matrices obtained in Fold1, Fold2, Fold3 in testing phase
and validation phase in valence as visual and auditory...............c..c....... 74
Figure 4.5 The confusion matrices obtained in Foldl, Fold2, Fold3 in testing phase
and validation phase in dominance as visual and auditory .................... 75
Figure 4.6 Testing ROC curve of folds for MSST emotion detection Arousal in
AUATEONY ..t 76
Figure 4.7 Model training Loss of MSST emotion detection Arousal in auditory.. 76

xii



List of Tables

Table 1.1

Table 3.1
Table 3.2

Table 3.3

Table 3.4
Table 3.4
Table 3.5
Table 3.5
Table 3.6

Table 3.7

Table 3.8

Table 3.9

Table 3.9

Table 3.10
Table 3.10
Table 3.11
Table 3.12
Table 3.13

Table 4.1
Table 4.2

The five frequency bands of EEG signal ............ccccccveveiveveiciicce e, 7

Information about the age of the particCipants............ccccocereriiienieiiennenn 22

The details of IAPS images according to Valence, Arousal and Dominance

The details of Valence, Arousal and Dominance values for the remaining

12 IMAGES. ..ttt bbbttt bbb 26
The details of image stimulus according to 2D model............ccccevee.e. 27
(CONLINUEA) ..ttt este e nrees 28
Details of stimuli used in visual experiment for 48 IAPS images .......... 28
(CONEINUEA) . 29
Details of 12 images stimuli used in visual experiment with 25 participants
................................................................................................................. 29

The details of Valence, Arousal and Dominance values for the remaining

12 sounds for 25 partiCipants ...........ccccceeveieereiieese e 31
The details of all sound stimulus according to 2D model........................ 32
(CONEUNIEA) . 33
Details of stimuli used in sound experiment for 48 IADS sounds.......... 33
(CONEUNTEA) ..t e e ae e 34
Details of 12 stimuli used in auditory experiment with 23 participants.. 35
EEG channel numbers and location of electrodes.............c.ccoovvvivennnnen. 40
Experimental protoCols ..........cccooeieiiiiiiiieee 45
Performance evaluation results of trained models for Visual data.......... 68
Performance evaluation results of trained models for Auditory data...... 69

Xiii


https://d.docs.live.net/a83f01c5fb213e41/Onan%20Güren%20Hocam%20ile%20Çalışmalar/Öğrenci%20Çalışmaları/Tuğba-emotion/YL_TEZ/Final-T-BAŞLANGIÇ.docx#_Toc86622069
https://d.docs.live.net/a83f01c5fb213e41/Onan%20Güren%20Hocam%20ile%20Çalışmalar/Öğrenci%20Çalışmaları/Tuğba-emotion/YL_TEZ/Final-T-BAŞLANGIÇ.docx#_Toc86622070

List of Abbreviations

ACC
AUC
BCl
BCI LLMR
CNN
CWD
DBN
DEAP
ECG
EDA
EEG
EMD
EMG
EOG
FPR
FSST
GUI
HHT
ID
IAPS
IADS

LDA

Accuracy

Area Under Curve

Brain-Computer Interface

Brain-computer Interface Lower-Limb Motor Recovery
Convolutional Neural Networks
Choi-Williams Distribution

Deep Belief Network

A Database for Emotion Analysis using Physiological Signals
Electrocardiogram

Electrodermal Activity
Electroencephalogram

Emperical Mode Decomposition
Electromyogram

Electrooculogram

False Positive Rate

Fourier based Synchrosqueezed Transform
Graphical User Interface

Hilbert Huang Transform

Identification Number

International Affective Picture System
International Affective Digitized Sounds

Linear Discriminant Analysis

Xiv



MRI
MSE
MSST
NHH
NHL
NLH
NLL
PCC
PHH
PHL
PLH
PLL
PRE
ReLu
RMSE
ROC
SAM
SEED
SEN
SGD
SFT
SPE
SST
STFT
SVM
SWT

TFRs

Magnetic Resonance Imaging

Mean Squared Error

Multivariate Synchrosqueezing Transform

Negative Valence - High Arousal - High Dominance
Negative Valence - High Arousal - Low Dominance
Negative Valence - Low Arousal - High Dominance
Negative Valence - Low Arousal - Low Dominance
Pearson Coefficient of Correlation

Positive Valence - High Arousal - High Dominance
Positive Valence - High Arousal - Low Dominance
Positive Valence - Low Arousal - High Dominance
Positive Valence - Low Arousal - Low Dominance
Precision

Rectified Linear Unit

Root Mean Square Error

Receiver Operating Characteristic

Self-Assessment Manikin

SJTU Emotion EEG Dataset

Sensitivity

Stochastic Gradient Descent
Spatial-Frequency-Temporal

Specificy

Synchrosqueezing Transformations

Short-Time Fourier Transform

Support Vector Machine

Synchrosqueezed Wavelet Transforms

Time—Frequency Representations

XV



TN
TP

TPR
UIHBCI
WSST
WT

WVD

True Negatives

True Positives

True Positive Rate

User-Independent Hybrid Brain-computer Interface
Wavelet based Synchrosqueezed Transforms
Wavelet Transforms

Wigner Ville Distribution

XVi



List of Symbols

o Alpha

B Beta

Y Gamma

0 Theta

uv Microvolt

A Delta

Q Instantaneous frequencies
A Instantaneous amplitudes
Hz Hertz

I Frequency index
S+ (1) Multivariate analytical signal

Tyl Multivariate time-frequency coefficient

Xvii



Chapter 1

Introduction

Emotions are the impressions that a particular object, event or individual creates in the
inner world of a person. Emotions are an important part of our lives. It has a huge
impact on people's personality and mental state, provides interpersonal language and
emotional communication [1]. It is also an important motivator of human behavior,
that is, a source of motivation. Analyzing emotions is an important interdisciplinary
research topic in the fields of psychology, medicine, neuroscience, computer science,

and artificial intelligence [2].

People can express their emotions with words [3], tones, facial expressions [4], and
body language. However, the inner emotion can be different. To understand the inner
emotion, the electroencephalogram (EEG) method of emotional state detection is used.
The EEG signal is commonly used to detect different emotions. EEG is one of the
methods used in investigation of functions of living human brain [5]. The EEG uses
the International 10/20 system [6]. Neurological problems [7] can be detected with
signals from the EEG device and data about psychiatric diseases can be obtained. For
understanding the inner feeling, EEG emotion recognition method is also used.
Different stimuli are used to stimulate individuals to reveal different emotions. It is
possible to use music [8], text, video [9] and images [10], and thus emotion signals
can be recorded. External stimuli received through the senses come to the brain as
nerve signals. Emotion signals can be used to diagnose specific emotions using various

stimuli, and data can be used for disease diagnosis.

Thanks to EEG recording, abnormal conditions in the brain, functional disorders, such
as differences in brain energy are detected. It can make very serious determinations

about the brain that works so intricately. It does not cause any side effects for the



patient; it does not contain radiation. It is also a great advantage that EEG can be
applied easily and quickly. EEG devices are portable, they are easy to apply and have
good temporal resolution [11]. Due to the complexity of EEG signals and the
variability of human emotions from person to person, studies in this area are still being
conducted for EEG-emotion recognition systems that can recognize emotions with

high accuracy.

Nowadays the researches, that aim to detect of human emotion with using EEG based
on the relationship between emotional states and brain signals, significantly increased
but it isn’t reached enough success due to obtained insufficient emotion states or
inappropriate selection of different signal processing algorithms. The success of
emotion recognition with EEG signal studies will contribute to Brain-Computer
Interface (BCI) studies aiming to increase the human-machine interaction with the BCI
design that can fully perceive human needs. But they have not yet reached the desired
level in interpreting the emotions of people.

In this study, it is aimed to perform emotion recognition by using specific signal
processing algorithms to EEG signals obtained from the 32-channel EEG device with
visual stimuli shown to individuals and auditory stimuli respectively. The 60 visual
and 60 auditory stimuli will be applied to 32 people participating in the research and
EEG signals will be recorded during this time. In addition, effective features in
emotion analysis will be investigated and the applied algorithms will be compared by
applying Machine Learning and Deep Learning algorithms to multi-channel EEG
signals and inferences will be made from the results obtained Deep Learning

techniques.

1.1 Brain

The nervous system, due to its functions, is the body's most complex system. The
nervous system consists of two main parts as the central and peripheral nervous
system. The central nervous system consists of two main structures called the brain
and spinal cord. The brain is located in the skull bone system, and the spinal cord is in
the spine and extends from the neck to the coccyx. Thanks to the central nervous

system, we move, feel, taste and see. An adult's brain weighs an average of 1300-1400



grams. Located in the skull cavity, the brain consists of 100 billion neurons and
trillions of support cells called "glia". The brain is well protected within the skull bone
system. The skull protects the entire brain from trauma and impact. The Figure 1.1

shows the whole brain, it consists of the cerebrum, cerebellum, and brainstem.

Convolution

Skull Sulcus

Cerebrum

Diencephalon {

i Midbrain
Brain

stem
- Pons

Medulla oblongata Cerebellum

' Spinal Cord

Figure 1.1: The brain structure [12]

The brain is a complex structure. Millions of times a second, signals and messages are
sent to our brain from various parts of our body. The brain realizes these by evaluating
and separating them through neurons, comparing them with the old information in the
memory, and establishing new connections between neurons. The nervous system is
the body's electrochemical communication network. All kinds of simple or complex
behaviors take place through the activity of nerve cells called neurons located in
different parts of the brain. Communication between neurons is essential for the brain

to function.

The working system of the brain is based on nerve cells (neurons) and the
communication between them. The neuron is the information-processing and
information-transmitting component of the nervous system and mainly includes that,
cell body or soma, dendrites, axon, terminal buttons. Hundreds or thousands of
dendrites can be found in a nerve cell. Soma includes structures related to the vital
processes of the nucleus and the cell. Dendrites have a branched-out structure and

receive information from axon terminals of other cells. The axon has a thin cylindrical



structure that transmits information from the right to the terminal buttons. The terminal
buttons are located at the end of the axon branch, it creates synapses with another
neuron and sends information to that neuron. The Figure 1.2 shows the structure of

biologic nerve cell. A: cell body, B: axon, C: dendrites, D: terminal buttons.

Figure 1.2: The structure of biologic nerve cell

1.1.1 Lobes of The Brain and Functions

The brain is an organ located in the skull that controls all functions in our body. The
front part of the brain is called the "frontal”, the middle part "parietal”, the posterior
"occipital” and the lateral "temporal” lobe. These lobes are located in both brain
hemispheres. Each section has a specific function. The Figure 1.3 shows the lobes of

the brain.

Frontal Lobe Parietal Lobe

>
.
Temporal Lob

Figure 1.3: Lobes of the brain [13]

Occipital
Lobe



Frontal Lobe: Cognitive tasks such as analytical thinking, decision-making,
planning, joy, happiness, conscious thinking, change of feeling, problem solving,
reasoning, and speaking skills are the functions of the frontal lobe. If it is damaged,
there may be a change in mood and feeling.

Parietal Lobe: It is responsible for combining and interpreting various sensations
and signals from sensory neurons. This lobe governs literacy and numeracy skKills.
Damage to any nerve cell in these lobes can cause Alzheimer's disease.

Temporal Lobe: This lobe detects all external factors regarding sound and smell.
It is located at ear level in the two hemispheres of the brain. This lobe performs
auditory tasks, identifies and remembers sounds. At the same time, complex
stimuli such as faces and places are processed by this lobe.

Occipital Lobe: It is the brain's center for processing visual information. A large
part of it is the visual cortex. Receiving information through the eye retina, the lobe

interprets it instantly. Any damage to this lobe leads to visual impairment.

1.1.2 Limbic System

The limbic system is the common name for the brain regions deep in the brain that are

mainly responsible for the regulation of emotions and behavior, long-term memory,

motivation, and the processing of the sense of smell [14]. The limbic system is the part

of our brain that is associated with emotions and impulses. This system consists of

many interconnected brain structures and includes various functions. This makes it

difficult to know precisely the structures that make up the system and the concrete

functions of each. In general, the limbic system consists of four main structures called

the hypothalamus, hippocampus, thalamus and amygdala. The Figure 1.4 shows the

important parts of limbic system.

Hypothalamus: This is the center where emotional behaviors and inner glands are
arranged. The autonomic nervous system is also controlled by the hypothalamus.

Amygdala: It receives information from all senses. It regulates the emotion
mechanism, especially fear and aggression. Amygdala has been shown to play a
role in the understanding of emotional facial expressions. The amygdala

recognizes happy facial expressions, particularly expressions of fear, distress and



danger, and it is stated that it is important in evaluating the threatening and
threatening emotional states [15].

e Talamus: It collects nerve stimuli from the eyes and the ear, conducts initial
processing and transmits it to the areas of vision and hearing in the brain shell [15].
If the thalamus works incorrectly, there are difficulties in processing sensory
information.

e Hippocampus: Stores memories in long-term memory. Saves short memories by
placing them in various parts of the brain. People who suffer from hippocampus
have difficulty remembering new events, faces, places and conversations because

they have problems in placing them in their long-term memories [15].

Gyrus Fornix

Figure 1.4: Parts of limbic system [16]

1.2 EEG

The brain produces a very low intensity continuous electrical current and spreads the
waves regularly, EEG is the process of recording these waves in a computer

environment. Electroencephalography is one of the methods used in the detection and
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investigation of normal and abnormal functions of living human brain. They are often
used to understand structural disorders in brain research. EEG analysis means
electrical activity in the human brain. Measuring electrical activity reflects how the

different neurons in the brain move and communicate with each other.

EEG is obtained with the help of electrodes placed around the skull. EEG waves are
not physically full periodic but rhythmic waves. The frequency of observed potential
EEG oscillations according to the activity of the brain varies in the range of 0.5 - 70
Hz and amplitudes of observed potential EEG oscillations varies in the range of 5 -
400 pV. As the activity level of the brain increases, the frequency of EEG waves
increases and amplitude decreases. The most important parameter in the evaluation of

EEG waves is frequency and the second parameter is amplitude.

Brain waves are irregular. Different waves occur depending on the situation. EEG

waves in normal subjects, it is classified as alpha (a), beta (), gamma (), theta (0)

and delta (A).

1.2.1 EEG Signals and Subbands of EEG Signals

According to frequency EEG oscillations can be divided into 5 categories [17]. These

are briefly shown in Table 1.1.

Table 1.1: The five frequency bands of EEG signal

Frequency  Symbolof  Frequency

Band Name Band Name Bandwidth Example of EEG Signals
Delta A 14 Hz
Theta 8 48 Hz
Alpha o 8-12 Hz
Beta 3] 1230 H=z
Gamma Y 30-100+ Hz el i




Delta Waves: creates the lowest frequency band and occurs during deep sleep.

Theta Waves: reflects the state of awakening and sleep. This wave is seen in the case
of thoughtful and dreaming.

Alpha Waves: occurs when a person is awake. It indicates comfort and calmness.

Alpha rhythm is best seen when the person is awake, at rest, relax and eyes closed.

Beta Waves: Beta activity is a partially low-voltage normal activity seen in frontal and
central regions with a frequency of 12-30 Hz. This wave is active when the eyes are

open, thinking, decision making and problem solving.

Gamma Waves: This wave is seen during extreme mental activities. Gamma waves
are considered to be the optimum operating frequency of the brain. Gamma waves are
often associated with increased sense of compassion and happiness and optimal brain

functioning. Gamma waves are associated with increased awareness and mental skills.

1.2.2 Measurement of EEG Signals

Accurate measurement of EEG signals is very important for accurate analysis of brain
signals. The EEG uses the International 10/20 system. The most commonly used of
these standardized coordinate systems is the international 10/20 system. Placing the
electrodes with the International 10-20 system ensures that all the scalp is coated
identically. In EEG recordings, electrodes are placed in standard coordinates [18]. The
EEG signal consists of different brain waves reflecting the electrical activity of the
brain in certain brain regions. According brain regions, electrode placements are
labelled: F (frontal), C (central), T (temporal), P (posterior) and O (occipital). The
Figure 1.5 shows the electrode placements according to International 10/20 system.



Figure 1.5: Electrode placements according to International 10/20 system [19]

1.3 Emotional Phenomena

Emotion phenomena can vary from person to person. Genetic factors and socio-
cultural mechanisms and unique personal experiences are very important determinants
of the personality functioning and human relations of individuals [20]. Not only a
person's culture, but also neuro physiological processes are effective in identifying
people's behavior and in different states of emotion. Emotion is a subjective experience
and it tends to create images and cognitions that affect subsequent effects and
behaviors. Neuro-physiologically, emotion is associated with innate neural firing in a

situation.

1.3.1 The Classification of Emotions

Two different types are used for emotion models. One of them is discrete and the other

is dimensional. Discrete models consist of basic emotions such as joy, anger, sadness,



fear, disgust and surprise. These basic emotions are described as "discrete," believed
to be distinguishable by an individual's facial expression and biological processes [21].

In dimensional model, emotions are expressed according to their regions in the
coordinate plane and it is a universal model. Dimensional emotion models describe
human emotions by describing where emotions are in 2D or 3D [22]. The 2D model
includes the arousal and valence dimensions of emotions. In general, arousal is shown
on the y-axis and valence on the x-axis. In general, valence refers to the state of being
happy or unhappy. Arousal refers to the state of calmness or excitement. The 3D model
Is affected by 3 different factors. These are Valence, Arousal and Dominance [24].
Dominance means control of emotion. These form the VAD model. The Figure 1.6
shows the 2D model consisting of valence and arousal dimensions. The Figure 1.7
shows the 3D emotion classification model consisting of arousal, valence and

dominance.

3
Arousal

(high)
Annoying Excited
Angry Happy
Nervous Pleased
Valence
(negative) [pnsitiue}
Sad Relaxed
Bored Peaceful
Sleepy Calm
(low)

Figure 1.6: The 2D model consisting of valence and arousal dimensions [23]
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NHL (e.g. Fear)

NHH (e.g. Angry) Arousal

PHL (e.g. Smprised)

PHH (e.g. Joyful)
Dominance ! % Valence

|NLL (e.g. Sad)

NLH (e.g. Unconcemmed)
9 PLL (e g. Protected)

PLH (e.g. Satisfied)

Figure 1.7: 3D emotion classification model [24]

The VAD model consists of 8 different emotion states [24]. Their expression is given

below:

* Positive Valence - Low Arousal - Low Dominance (PLL) refers to “protected”.

« Positive Valence - High Arousal - Low Dominance (PHL) refers to “surprise”.

* Positive Valence - Low Arousal - High Dominance (PLH) refers to “satisfied”.

« Positive Valence - High Arousal - High Dominance (PHH) refers to “happy”.

* Negative Valence - Low Arousal - Low Dominance (NLL) refers to “sad”.

* Negative Valence - High Arousal - Low Dominance (NHL) refers to “fear”.

* Negative Valence - Low Arousal - High Dominance (NLH) refers to “unconcerned”.

* Negative Valence - High Arousal - High Dominance (NHH) refers to “angry”.

1.3.2 Influences on Emotion

Emotion is a complex psycho-physiological change that occurs in the individual's
mood with the interaction of internal and environmental influences. It plays a central

role in human daily life. Emotion is universal. They actually have many sources.
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Emotions occur with the perception of a stimulus such as a situation, object or thought.
There is a series of bodily changes that accompany or prepare it and result in an action
or reaction of the individual. In other words, an emotion has both cognitive,
physiological and behavioral qualities. People around the world express basic
emotions in much the same way, regardless of their cultural differences, race, gender,
or education. It is possible to conclude that basic emotions are common across cultures

and are an innate biological tendency.

R. Plutchik [25] suggested in the 1980s that there are 8 basic emotions. Fear, surprise,
sadness, disgust, anger, hope, joy, and acceptance each enable us to adapt to our
environment in different ways. Emotions are not just psychological abstract concepts.
They are also biological. So, some of the factors that affect your biology also affect
your emotions. For this, factors such as exercise, age and sleep are important sources
that affect our emotions and moods. The sources that affect our emotions can be listed

as follows: personality, weather, stress, sleep, age and exercise.

Personality: Individuals with different personality structures also have different

degrees of feeling emotion.

Weather: Research shows that the weather has little effect on your emotions. On the
contrary, there are studies that argue that the weather and the time spent outside affect

the mood of the people.

Stress: Stress is a state of tension that occurs in an individual due to extraordinary
demands, pressures or opportunities. A little stress helps you get things done because
it stimulates the brain. In addition, too much stress is harmful for people and the work

to be done.

Sleep: Insomnia affects our emotions. According to a study, less sleep reduces job

satisfaction and makes people more sensitive.

Exercise: A healthy life requires a certain amount of movement and effort. This is why
exercises are important. Studies have shown that regular exercise helps people feel
better.

12



Age: According to a study conducted with people between the ages of 18-94, the
likelihood of negative moods decreases as individuals get older, and positive moods

of older people last longer and negative moods are shorter than younger ones.

Contrary to rational thought, emotions do not occur voluntarily, they can exist outside
of one's consciousness. And physiological responses also occur outside of
consciousness. The most important task in emotional mechanisms belongs to the brain
structures that make up the limbic system. A significant portion of the limbic system's

responses to stimuli is hereditary, according to researchers.

1.4 Emotional Brain-Computer Interfaces

Computer-based systems that detect, analyze and transmit signals related to the desired
action in the brain are called brain-computer interface (BCI) or brain-machine
interface [6]. In principle, it can be used with any brain signal. It is possible to capture
signals through a chip implant in the brain or electrodes placed on the scalp. This
activity is usually measured with EEG. The EEG device is not considered an interface
by itself. Because this device only records brain signals and does not produce any

output around the user when used alone.

The BCI systems are computer-based systems that collect and analyze brain signals
and convert these signals into commands to transfer them to output devices in order to
perform the desired actions as a result of this analysis. Brain computer interfaces are

divided into three classes: invasive, partial invasive, and non-invasive.

In invasive techniques, special devices must be used to collect data (brain signals),
these devices are implanted directly into the human brain through critical surgery. In
partial invasive techniques, the devices are placed on the skull from the top of the
human brain. In general, non-invasive devices [26] are considered the safest and least
costly device type. However, these devices can only capture "weak™ human brain
signals due to skull occlusion. In this method, the detection of brain signals is provided
by electrodes placed on the scalp. EEG has unique usability advantages over other
types of brain signal recording recommended for commercial use. It is easy to use,

portable and inexpensive. In addition, EEG provides high temporal resolution and
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various solutions to improve signal localization. The Figure 1.8 shows the non-

invasive brain-computer interface.

Figure 1.8: Brain-Computer Interface

The function of BCls is based on the detection of the brain signals showing the purpose
of the user, and the conversion of the appropriate commands to the device to be
managed after the necessary measurements and analysis are made. This system
basically consists of four main components: signal acquisiton, feature determination,

conversion and output.
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Signal acquisition process involves measuring brain signals using a specific sensor
technology [27]. In feature determination step, purpose-relevant signals are separated
from foreign content and analyzed. This step requires a strong relationship and
harmony between the user's purpose and signals. Relevant signals obtained are
transferred to the algorithm. The algorithm to be used must be dynamic in order to
adapt to instant changes and to cover the full control of the device. Commands make
the external device work. As a result, feedback is provided to the user and the loop is

closed.

BCls bring human convenience and comfort through mind control of machines. BCI
only requires the inclusion of brain signals so that a set of commands can be performed,
and this does not require muscle intervention. With BCI, robots can support people
with disabilities in their lives. BCI systems contribute to the detection of diseases such
as mental state monitoring function, abnormal brain structure, seizure disorder, sleep
disorder and brain swelling. It can be used for patients who are unable to regain
previous levels of mobility to help the patient regain normal functionality. Brain-
computer interfaces can also be leveraged to provide greater security. BCI connectivity
provides us the ability to communicate telepathically with another person without the
need for speech.
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Chapter 2

Literature Review

A wide variety of studies have been conducted within the scope of EEG analysis in the
literature. Based on the literature review, there have been a lot of studies about emotion
recognition from EEG signals by using stimulus, emotion classification using
stimulated EEG signals applying machine learning algorithms and deep learning
algorithms for EEG signal classification. Classical machine learning methods have
limitations in terms of processing very large data. As the number of classes increases
in machine learning applications, the problem becomes more complex and the
classification success of the system decreases. In the literature, there are studies in
which deep learning methods are applied to various classification problems in recent
years. In the classification of EEG signals, using deep learning models has become
widespread. Deep learning networks are very important in terms of both time and cost.
It provides an effective solution for solving complex classification problems. The
advantages of deep learning networks constitute the source of motivation for this

thesis.

Isah Salim Ahmad and Shuai Zhang et al. [28] offered the convolutional neural
network (CNN) model for the learning feature and recognizing the emotion of positive,
neutral, and negative of pure EEG signals single model based on the SEED dataset
with ResNet50 and Adam optimizer. As stimulus fifteen video clips were selected for
the experiment. The fifteen Chinese participants participated in the experiment and the
60-channel EEG cap was used to record the EEG signals. The dataset is a shuffle and
then split into two, 70% for training and 30% for testing and fed the signal into the
model. The model was trained, predictions were made and the model performance

accuracy was evaluated. Negative emotion has the accuracy rate as 94,86%, neutral
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emotion has the accuracy rate as 94,29% and positive emotion has the accuracy rate as
93,25%. The average accuracy for the SEED dataset found as 94.13%.

Rofigoh H. Dien Hagque and Esmeralda Contessa Djamal et al. [29] used 2D
Convolutional Neural Networks (CNN) for emotion recognition and Wavelet filters
are used to obtain a frequency range of 4-45 Hz through the decomposition stage. In
this study, SJTU Emotion EEG Dataset (SEED) was used and 12 channels, which are
more effective FT7, FT8, T7, T8, C5, C6, TP7, TP8, CP5, CP6, P7 and P8, were used.
In this study, the first experiment was conducted to measure the use of one- and two-
dimensional CNN types. The two-dimensional CNN (2D CNN) method produces an
accuracy rate of 83.44%, with 75.97% accuracy than one-dimensional CNN (1D
CNN). Two different optimization models were used as Maximum Adaptive Moment
Estimation (AdaMax) and Stochastic Gradient Descent (SGD). As a result, eight layers
with SGD weight correction resulted in the best accuracy of 83.44% and the lowest
Loss of 0.769.

Nesma E. Elsayed and Ahmed S. Tolba et al. [30] offered a new method that the User-
Independent Hybrid Brain-computer Interface (UIHBCI) model. A fourteen-channel
EEG device was used to record the responses of nine participants' brain signals. They
described the relevant multi-sensory features of multi-channel EEG by audio or video

and male or female.

The Deep Belief Network (DBN) was applied and for evaluation four models were
tested. These models are Linear Discriminant Analysis (LDA), Support Vector
Machine (SVM), Brain-computer Interface Lower-Limb Motor Recovery (BCI
LLMR) and Hybrid Steady-State Visual Evoked Potential Rapid Serial Visual
Presentation Brain-computer Interface (Hybrid SSVEP-RSVP BCI). At the end of the
study, 94.44% success rate was achieved in the proposed model, while SVM, LDA,
BCI Lower Limb motor recovery and Hybrid SSVEP-RSVP BCI achieved 61.11%,
66.67%, 83.33% and 89.67%, respectively. When the results are examined, it is shown

that the proposed DBN is the most successful classifier, promising and improvable.

Jingxia Chen and Dongmei Jiang et al. [31] proposed a method for EEG data
representation. This representation method converts 1D chain-like EEG vector

sequences into 2D mesh-like matrix sequences. For this, the researchers used the
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sliding window method to divide 2D matrix arrays into segments, which are the EEG
sample that integrates the temporal and spatial correlation of the raw EEG recordings.
Furthermore, cascade and parallel hybrid convolutional recurrent neural networks
have been proposed to accurately predict the emotional category of EEG signals.
Result of this study, they achieved that the recognition accuracy of the two hybrid
models reached 93% for both valence and arousal.

Minmin Miao and Wenjun Hu et al. [32] investigated a novel spatial-frequency-
temporal (SFT) 3D CNN model. They proposed M1 EEG 3D for feature representation
and SFT 3DCNN model was proposed for classification. Weight value visualization is
applied to investigate the accuracy of the SFT-3DCNN model. There are 5 subjects
and the effectiveness of the proposed method was evaluated on two general Ml EEG
datasets. At the end of the study, the average accuracy rate of the five subjects was
86.6% for BCI Contest |11 Dataset, while the average accuracy rate for the BCI Contest
I11 dataset Illa was 91.85%.

Vaishali M. Joshi and Rajesh B. Ghongade [33] aimed to perform emotion detection
using Electroencephalography (EEG) signal based on Linear Formulation of
Differential Entropy feature extractor and BiLSTM network classifier. A method has
been proposed to distinguish between positive, negative and neutral emotions in the
SEED database, and valence and arousal in the DEAP database. Subject conditional,
unconditional, and interdependent experiments were conducted to evaluate the
proposed model in the SEED database, and the average accuracy of emotion detection
was improved by 4.12% for the subject conditional approach, 4.5% for the
unconditional approach, and 1.3% for the interdependent approach. It was found that
feature extractor LF-DfE was better with BiLSTM network than other methods.

Anjana K. and Ganesan M. [34] proposed a method of EEG data classification of
SEED database having three emotions like positive, neutral and negative. Image
encoding and classification of emotions were done in this study. First, the data is
converted into an image that is used to analyze the EEG signal, and then deep learning
algorithms are used to understand the emotions encountered during the converted
image EEG signal generation. In the proposed model, various image coding
approaches such as Spectrogram, Scalogram and HHT (Hilbert Huang Transform)
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were used. Experimental results showed that the image coding scalogram provides the
best classification accuracy of 98%. The spectrogram and HHT have classification

accuracy of 78% and 75%, respectively.

Ante Topic and Mladen Russo [35] proposed a model that based on the generation of
feature maps based on topographic (TOPO-FM) and holographic (HOLO-FM)
representation of EEG signal features. Deep learning was used as a feature extraction
method in feature maps, and then the obtained features were classified to recognize
different emotion types. Experiments were performed on four emotion data: DEAP,
SEED, DREAMER, and AMIGOS. As a result of the study, it is seen that the proposed
method is successful in different datasets and has a high success rate when compared
to other studies.

Md. Rabiul Islam and Md. Milon Islam [36] proposed a deep machine learning-based
model. One-dimensional EEG data acquired using the DEAP dataset were converted
to Pearson Coefficient of Correlation (PCC) featured images of channel correlation of
EEG subbands. Using the CNN model, images are given to this structure. The
experiment, called protocol-1, was used to describe the two levels, and the experiment,
called protocol-2, was used to recognize the emotional trivalent and arousal level. As
a result of the study, they reached 78.22% maximum ACC on valence and 74.92%

maximum ACC on arousal.
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Chapter 3

Materials and Methods

The aim of this study is to perform emotion classification by using signal processing
algorithms to EEG signals obtained from the 32-channel EEG device with visual and
and auditory stimuli shown to individuals respectively. In the proposed method, it is
aimed to obtain success rates in the valence, activation and dominance emotion
dimensions from multi-channel EEG signals with the multivariate synchrosqueezing
transform method, which gives better results than most methods in the literature. In
addition, effective features in emotion classification will be investigated and the
applied algorithms will be compared by applying Machine Learning and Deep
Learning algorithms to multi-channel EEG signals. The characteristics of the data set
used for this project and the details of the methods used in the thesis for the

classification of EEG signals are explained.

In this study, emotion classification system is done step by step. First, pictures and
audios are used to stimulate subjects to reveal emotions that are represented on the 3D
valence-arousal-dominance emotion plane. At the same time, biological EEG and
EDA signals are recorded while they are under effects of stimuli and the subjects mark
the SAM (Self-Assessment Manikin) form after each stimulus according to their
emotions. The experiment protocol is designed in MATLAB GUI and lasted about 45
minutes for each subject. After the obtaining EEG signal data, EEG data is segmented
and EEG signals are preprocessed. An output of 32-channel EEG signals is obtained
for each stimulus using the multivariate synchrosqueezing transform method. A 3D
TF (time frequency) output is obtained and this output is converted to 2D. The
resulting 2D picture is given as input to the deep learning architecture, the emotions

are classified and the results are obtained.
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A 32-electrode EEG device and SAM will be used for data collection. With the EEG
device, signals existing in the human body can be received harmlessly without the need
for doctor's supervision. EEG signals generated in individuals against different stimuli
will be recorded with the device, and performance analysis will be made by comparing
the SAM form after each stimulus and the results of various algorithm studies applied
on the individual's EEG signals. The Figure 3.1 shows the steps of emotion

classification system.

[ Visual and Auditory Stimuli ]

2

[ Recording of EEG Signals ]

v

[ EEG Signal Preprocessing J

J

{ Multivariate Synchrosqueezing Transform }

L

[ Deep Learning Network ]

[ Evaluation J

Figure 3.1: Steps of emotion classification system
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3.1 Data Acquisition

In this thesis, two types of stimuli were used to obtain EGG signals, as visual and
auditory stimuli and the study was carried out in two stages. EEG recordings of 25
healthy participants were used, including 13 female and 12 male volunteers for two
stages. The EEG signals were taken from a 32-channel Brain Vision Recorder EEG
device by using 60 visual and 60 auditory stimuli that could stimulate various
emotions. Two databases are set up. From IAPS database [37], the 48 images are used
to evoke emotions. Then from IADS database [38], the 48 sounds are used as the
auditory stimuli. Visual and auditory stimuli were selected from IAPS and IADS
according to certain criteria and other stimuli 12 images and 12 sounds were selected
by us in the same criterion. EEG data of participants were recorded by Brain Vision

Recorder EEG device. The details of the participants are given in Table 3.1.

Table 3.1: Information about the age of the participants

INFORMATION Female Male
Number of Subjects For visual and auditory 13 12
experiment
Age Range of For visual and auditory [19 — 24] [20 — 27]
Subjects experiment
Average of Age For visual and auditory 22,5 23,1
experiment

3.2 Matlab — Graphical User Interface (GUI)

Graphical user interface (GUI) allows users to use electronic devices more easily with
icons, windows, buttons and panels. GUI isn't just for computers. GUIs are found in
smartphones, portable music players, refrigerators, printers, gadgets, and more. Any
screen that displays information and accepts user input on a screen benefits from a

graphical user interface [39]. In this study, GUI was designed thanks to many codes
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written in MATLAB. Specific visuals, commands and warnings are used to make it

easier for users to understand and complete the experiment more easily.

The 3 different parts are designed in GUI as visual, auditory and video. However, only
the visual and auditory parts were used in the experiment. The Figure 3.2 shows the

design window of GUI and the Figure 3.3 shows the window presented to users.
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Please click the VISUAL button to start experiment !
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Figure 3.2: Design window of graphical user interface in fig format

& guies

VISUAL AUDITORY

Please click the VISUAL button to start experiment !

Figure 3.3: Presented window of graphical user interface to users
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Stimulus were provided to users by the designed GUI. After each stimulus, the
questionnaire (SAM) was designed and the results of this survey were recorded in the
text file. At certain time intervals, stimuli were shown to the participants and a specific
time was designed to fill the questionnaire. The delays during the experiment were
also recorded in the text file. Thanks to the GUI, people who participated in the

experiment successfully completed the experiment with the given commands.

3.3 Determination of Stimuli

3.3.1 The International Affective Picture System (IAPS)

IAPS is an image set and database designed to study the emotions and attention of
people used in psychological research [25]. In 2005, National Institute of Mental
Health Center for Emotion and Attention at the University of Florida develops the
IAPS [37]. This picture set consists of a lot of colorful different pictures stimulating
various emotions. Also, this dataset includes images of daily events, objects, home
furniture, family, landscapes, disabled people, food and animals. IAPS images have
been used in EEG studies and many other psychophysiological measurements. In

addition, it is forbidden to distribute and share of these images.

3.3.1.1 Determination of Visual Stimuli

The 48 pictures selected from IAPS and 12 selected images with the same
characteristics are shown as visual stimuli to 25 people who participate in this study.
A total of 60 visual stimuli were used. The images selected from IAPS are in JPEG
format and the maximum size is 1024 x 768 pixels. The 12 images we selected are also
in JPEG format and the size is 1024 x 768 pixels. In the visual experiment, according
to the images’ location in the Arousal, Valence and Dominance 3 - dimensional map,
48 images were chosen to induce eight emotional states. The experiment composed of
8 session and these are Positive-Low Arousal-Low Dominance (PLL), Positive-High
Arousal-Low Dominance (PHL), Positive-Low Arousal-High Dominance (PLH),
Positive-High  Arousal-High Dominance (PHH), Negative-Low Arousal-Low
Dominance (NLL), Negative-High Arousal-Low Dominance (NHL), Negative-Low
Arousal-High Dominance (NLH), Negative-High Arousal-High Dominance (NHH). 6
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images are selected for each section. ID numbers from 1 to 48 are assigned to the IAPS
Images used in the experiment, respectively. ID numbers from 49 to 60 are defined for
the remaining 12 images. ID number for each image is given and these images are
shown in the specified order. The pictures we selected are also given ID number, added
to the end of the IAPS images and shown after the IAPS images. The details of IAPS
Images used to target emotions in each session, their ID number, Valence, Arousal and
Dominance mean values of IAPS are given in Table 3.2 for all subjects according to
whether they are high or low value and positive or negative value. If the mean values
are greater than 5, they are taken as high or positive, if they are less than 5, they are

taken as low or negative.

Table 3.2: The details of IAPS images according to Valence, Arousal and
Dominance value

Valence Arousal Dominance

Positive Negative High Low High Low
ID Value ID value | ID value ID value | ID value ID value
1 6.52 25 1.95 7 6.23 1 4.45 13 6.05 1 455
2 528 26 220 8 6.02 2 488 | 14 6.00 2 475
3 6.67 27 332 9 6.99 3 460 15 5.83 3 415
4 654 28 310 10 7.35 4 444 | 16 6.12 4 470
5 519 29 3.69 11 6.61 5 4.97 17 6.21 5 4.26
6 522 30 316 | 12 731 6 478 | 18 6.56 6 4.40
7 665 31 179 19 569 13 461 | 19 6.49 7 4.29
8 735 32 191 20 628 14 431 | 20 5.67 8 4.96
9 648 33 180 21 628 15 373 |21 6.14 9 473
10 733 34 190 | 22 614 16 290 22 6.17 10 4.70
11 709 35 190 23 6.07 17 320 23 551 11 463
12 721 36 189 24 635 18 355 |24 6.17 12 463
13 819 37 471 31 525 25 453 37 555 25 322
14 821 38 422 |32 676 26 4838 38 570 26 3.75
15 656 39 489 33 6.82 27 395 39 539 27 472
16 714 40 498 | 34 729 28 367 |40 564 28 3.47
17 736 41 406 35 654 29 393 41 532 29 485
18 706 42 328 | 36 6.01 30 448 |42 517 30 422
19 712 43 359 43 511 37 374 43 521 31 37
20 738 44 317 44 539 38 377 |44 503 32 3.69
21 810 45 469 45 528 39 433 45 506 33 281
22 774 46 376 46 517 40 277 |46 443 34 273
23 763 47 295 47 461 41 393 47 6.04 35 321
24 754 48 267 48 463 42 435 |48 440 36 3.22
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The valence, arousal and dominance values are obtained by taking the average value
of 25 participants for the remaining 12 pictures added to the experiment by us. The
details of these values are given in Table 3.3 according to whether they are high or low

value and positive or negative value for 25 participants.

Table 3.3: The details of VValence, Arousal and Dominance values for the remaining
12 images

Valence Arousal Dominance
Positive  Negative High Low High Low
ID Value ID Value | ID value ID value | ID value ID value
49 720 53 420 49 592 50 492 49 572 -

50 6.64 - 51 536 52 408 50 6.12 -
51 692 - 60 512 53 444 51 564 -
52 6.0 - - 54 460 | 52 572 -
54 720 - - 55 472 53 5.04 -
55 584 - - 56 472 | 54 5.46 -
56 752 - - 57 432 | 55 6.12 -
57 572 - - 58 3.60 | 56 5.60 -
58 528 - - 59 484 57 5.04 -
59 692 - - - 58 6.92 -
60 752 - - - 59 5.75 -
- - - - 60 5.60 -

The 2D valence-arousal emotion model describes emotional states. The 2D model can
provide variations of emotion changes. Different emotions can be found in various
positions in the 2D plane. There are 4 different groups in the 2D model. These are
Positive Valence — Low Arousal, Positive Valence — High Arousal, Negative Valence
— Low Arousal and Negative Valence — High Arousal. Classification of stimuli with
ID numbers from 1 to 60 according to their valence and arousal values as a 2D model

is given in Table 3.4.

The 3D emotion classification model contains the valence, arousal and dominance
values. According to valence, arousal and dominance values, the 8 different

combinations are occurred. The 8 groups for 3D model are given in Table 3.5.

According to arousal, valence and arousal values of the other 12 images selected by

us, 3D emotion classification is applied and the details of this are given in Table 3.6.
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Table 3.4: The details of image stimulus according to 2D model

ID Valence Arousal
1 6.52 4.45
2 5.28 4.88
3 6.67 4.60
4 6.54 4.44
5 5.19 497
6 5.22 4,78
13 8.19 4.61
14 8.21 431
First Group 15 6.56 3.73
. 16 7.14 2.90
Positive Valence 17 736 3.20
Low Arousal ég ngi igg
52 6.0 4.08
54 7.20 4.60
55 5.84 4,72
56 7.52 4,72
57 572 4,32
58 5.28 3.60
59 6.92 4.84
7 6.65 6.23
8 7.35 6.02
9 6.48 6.99
10 7.33 7.35
11 7.09 6.61
Second Group 12 7.21 7.31
19 7.12 5.69
Positive Valence 20 7.38 6.28
ST 21 8.10 6.28
High Arousal 29 774 6.14
23 7.63 6.07
24 7.54 6.35
49 7.20 5.92
51 6.92 5.36
60 7.52 5.12
25 1.95 4.53
26 2.20 4.88
Third Group 27 3.32 3.95
28 3.10 3.67
Negative Valence 29 3.69 3.93
- 30 3.16 4.48
Low Arousal 37 4.71 3.74
38 4.22 3.77
39 4.89 4.33
40 4.98 2.77
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Table 3.5 (continued)

41 4.06 3.93

Third Group 42 3.28 4.35
53 4.20 4.44

31 1.79 5.25

32 1.91 6.76

33 1.80 6.82

Forth Group 34 1.90 7.29
35 1.90 6.54

Negative Valence 36 1.89 6.01
- 43 3.59 5.11

High Arousal 44 3.17 5.39
45 4.69 5.28

46 3.76 5.17

47 2.95 4.61

48 2.67 4.63

Table 3.6: Details of stimuli used in visual experiment for 48 IAPS images
Mean values of IAPS

IAPS Number ID Valence Arousal Dominance
1810 1 6.52 4.45 4.55
Positive Valence- 1908 2 5.28 4.88 4.75
Low Arousal- 5890 3 6.67 4.60 4.15
Low Dominance 5990 4 6.54 4.44 4.70
(PLL) 7497 5 5.19 4.97 4.26
7632 6 5.22 4.78 4.40
1650 7 6.65 6.23 4.29
Positive Valence- 5470 8 7.35 6.02 4.96
High Arousal- 8179 9 6.48 6.99 473
Low Dominance 8030 10 7.33 7.35 4.70
(PHL) 8400 11 7.09 6.61 4.63
8492 12 7.21 7.31 4.63
1440 13 8.19 4.61 6.05
Positive Valence- 1460 14 8.21 431 6.00
Low Arousal- 2358 15 6.56 3.73 5.83
High Dominance 2370 16 7.14 2.90 6.12
(PLH) 5200 17 7.36 3.20 6.21
7325 18 7.06 3.55 6.56
4599 19 7.12 5.69 6.49
Positive Valence- 7405 20 7.38 6.28 5.67
High Arousal- 8190 21 8.10 6.28 6.14
High Dominance 8470 22 7.74 6.14 6.17
(PHH) 8499 23 7.63 6.07 5.51
8200 24 7.54 6.35 6.17

N
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Negative
Valence-Low
Arousal-Low

Dominance
(NLL)

Negative
Valence-High
Arousal-Low

Dominance
(NHL)

Negative
Valence-
Low Arousal-
High Dominance
(NLH)

Negative
Valence-High
Arousal-High

Dominance
(NHH)

Table 3.7 (continued)

2205
2375.1
2490
9001
2399
9471
2095
3030
3530
6350
9635.1
9325
2279
2280
2309
2397
2525
2715
7360
1274
2458
9594
9831
2276

25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

1.95
2.20
3.32
3.10
3.69
3.16
1.79
1.91
1.80
1.90
1.90
1.89
4.71
4.22
4.89
4.98
4.06
3.28
3.59
3.17
4.69
3.76
2.95
2.67

4.53
4.88
3.95
3.67
3.93
4.48
5.25
6.76
6.82
7.29
6.54
6.01
3.74
3.77
4.33
2.77
3.93
4.35
5.11
5.39
5.28
5.17
4.61
4.63

3.22
3.75
4.72
3.47
4.85
4.22
3.7
3.69
2.81
2.73
3.21
3.22
5.55
5.70
5.39
5.64
5.32
5.17
5.21
5.03
5.06
4.43
6.04
4.40

Table 3.8: Details of 12 images stimuli used in visual experiment with 25

PHH
PLH
PHH
PLH
NLH
PLH
PLH
PLH
PLH
PLH
PLH
PHH

Number

il =
SEBwo~voonrwNne

participants

1D
49
50
51
52
53
54
55
56
57
58
59
60

29

Mean values for All Subject

Valence
7.20
6.64
6.92

6.0
4.20
7.20
5.84
7.52
5.72
5.28
6.92
7.52

Arousal
5.92
4,92
5.36
4.08
4.44
4.60
472
472
4.32
3.60
4.84
5.12

Dominance
5.72
6.12
5.64
5.72
5.04
5.46
6.12
5.60
5.04
6.92
5.75
5.60



3.3.2 The International Affective Digitized Sound System
(IADS)

To provide a set of normative emotional stimuli for experimental investigations of
emotion recognition and attention, the International Affective Digitized Sounds
(IADS) was developed [38]. The IADS is developed and distributed by the National
Institute of Mental Health Center for Emotion and Attention at the University of
Florida. Sound stimulants set includes different sounds. Thanks to these sound stimuli,
people's emotion and attention can be examined. Arousal, valence and dominance
values of emotions can be used with this dataset. The audio dataset is used for many
research. It is mainly used to stimulate emotions and to detect emotion status with EEG
signal. In addition, it is used as a stimulus for many studies that measure heart rate,
skin conductivity and electrodermal activity. It is forbidden to share and publish this

audio data anywhere like IAPS.

3.3.2.1 Determination of Auditory Stimuli

In the auditory experiment, the 48 sounds selected from IADS and 12 selected sounds
with the same characteristics are shown as auditory stimuli to 23 people who
participate in this study. The sounds selected from the IADS are in WAV format and
are 6 seconds long. These sounds have different arousal, valence and dominance
values. They are voices that appeal to different emotions. In addition, the 12 sounds
we selected are in the form of wav and are 6 seconds long. A total of 60 auditory
stimuli were used. EEG recordings were obtained by listening to the auditory stimuli

consisting of 48 sounds selected from IADS and 12 sounds selected by us.

The auditory stimuli were given to the participants according to the ID number.
According to the sounds’ location in the arousal, valence and dominance 3-
dimensional map, 48 sounds were chosen to induce eight emotional states. Different
sounds have been chosen for each eight emotional states to stimulate different
emotions. The details of IADS sounds used to target emotions in each session, their
ID number, Valence, Arousal and Dominance mean values of IADS are given in Table
3.7 and the Table 3.8 shows that details of remaining 12 sounds according to whether

they are high or low value and positive or negative value.
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Table 3.9: The details of IADS sounds according to Valence, Arousal and
Dominance value

Valence Arousal Dominance

Positive Negative High Low High Low
ID value ID value | ID wvalue ID value | ID wvalue ID value
1 531 25 3.54 6 6.04 1 4.6 13  6.07 1 4.53
2 526 26 4.01 7 551 2 288 | 14 5091 2 4.87
3 515 27 4.83 8 7.54 3 475 | 15 6.21 3 4.6
4 599 28 4.83 9 5.62 4 3.77 16 6.36 4 4.85
5 518 29 4.34 10 5.38 5 4.12 17 6.29 5 4.85
6 501 30 4.52 11  6.55 13 4.46 18  6.07 6 4.56
7 523 31 2.05 12 515 14 438 19 6.14 7 4.78
8 694 32 1.65 19 6.03 15 33 | 20 6.09 8 4.73
9 519 33 1.68 20 712 16 451 | 21 577 9 4.83
10 6.02 34 1.68 21 7.07 17 33 | 22 641 10 4.86
11 6.46 35 2.04 22  6.72 18 418 | 23 686 11 4.8
12 509 36 2.42 23 685 25 494 | 24 644 12 467
13 6.84 37 4.63 24 715 26 475 | 37 536 25 4.08
14 6.95 38 4.83 31 816 27 497 | 38 507 26 433
15 6.62 39 4.88 32 761 28 465 | 39 519 27 4.66
16 6.82 40 4.68 33 795 29 351 | 40 562 28 453
17 744 41 4.86 34 788 30 442 | 41 576 29 464
18 751 42 4,72 3% 799 37 491 | 42 5.4 30 493
19 764 43 4.52 36 798 38 465 | 43 504 31 255
20 765 44 4.45 44 537 39 4.6 44 523 32 2.89
21 717 45 4.3 45 579 40 403 | 45 533 33 2.3
22 733 46 4.86 46 589 41 418 | 48 506 34 231

23 79 47 3.65 47 533 42 4.35 35 | 2.29
24 7.67 48 4.96 48 537 43 4.87 46  4.59
47  4.37

Table 3.10: The details of VValence, Arousal and Dominance values for the remaining
12 sounds for 25 participants

Valence Arousal Dominance
Positive  Negative High Low High Low
ID value ID Value ID wvalue ID value | ID wvalue ID value
49 6.09 60 4.83 50 6.83 49 4.35 49  5.87 50 4.87

50 6.61 - 51 6.43 52 4.74 51 5.52 -
51 7.65 = 53 5.17 58 4.48 52 552 =
52 6.0 - 54 552 59 4.96 53 552 -
53 6.3 - 55 539 60 3.87 54 535 -
54 761 - 56  5.22 - 55 6.04 -
55 6.7 = S7 6.0 = 56  6.09 =
56 7.04 - - - 57  5.96 -
57 5.83 - - - 58 5.22 -
58 5.04 - - - 59 5.87 -
59 6.26 = = = 60 5.43 =
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According to 2D emotions classification, there are Positive Valence — Low Arousal,
Positive Valence — High Arousal, Negative Valence — Low Arousal and Negative
Valence — High Arousal groups. Classification of sounds with ID numbers from 1 to

60 according to their valence and arousal values as a 2D model is given in Table 3.9.

Table 3.11: The details of all sound stimulus according to 2D model

ID Valence Arousal
1 5.31 4.6
2 5.26 2.88
3 5.15 4.75
4 5.99 3.77
5 5.18 4,12
13 6.84 4.46
First Group 14 6.95 4.38
- 15 6.62 3.36
Positive Valence 16 6.82 451
] 17 7.44 3.36
Low Arousal 18 751 4.18
49 6.09 4.35
52 6.0 4.74
58 5.04 4.48
59 6.26 4.96
6 5.01 6.04
7 5.23 5.51
8 6.94 7.54
9 5.19 5.62
10 6.02 5.38
11 6.46 6.55
12 5.09 5.15
Second Group 19 7.64 6.03
N 20 7.65 7.12
Positive Valence 21 7.17 7.07
- 22 7.33 6.72
High Arousal 23 79 6.85
24 7.67 7.15
50 6.61 6.83
51 7.65 6.43
53 6.3 5.17
54 7.61 5.52
55 6.7 5.39
56 7.04 5.22
57 5.83 6.0
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25

26

27

28

Third Group 29
30

Negative Valence 37
- 38

Low Arousal 39
40

41

42

43

60

31

32

Forth Group 33

34
Negative Valence 35

- 36
High Arousal 46
a7
44
45
48

The 3D emotion classification model contains the valence, arousal and dominance
values. According to these values of sounds, the 8 combinations are occurred. The 8
groups of the combinations for 3D model are given in Table 3.10. According to

arousal, valence and arousal values of the other 12 sounds selected by us, 3D emotion

Table 3.12 (contunied)

3.54
4.01
4.83
4.83
4.34
4.52
4.63
4.83
4.88
4.68
4.86
4.72
4.52
4.83
2.05
1.65
1.68
1.68
2.04
2.42
4.86
3.65
4.45
4.3
4.96

4.94
4.75
4.97
4.65
3.51
4.42
491
4.65
4.6
4.03
4.18
4.35
4.87
3.87
8.16
7.61
7.95
7.88
7.99
7.98
5.89
5.33
5.37
5.79
5.37

classification is applied and the details of this are given in Table 3.11.

Table 3.13: Details of stimuli used in sound experiment for 48 IADS sounds
Mean values of IADS

IADS Number
170
Positive Valence 262
Low Arousal 368
Low Dominance 602
(PLL) 698
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ID Valence
1 5.31
2 5.26
3 5.15
4 5.99
5 5.18

Arousal

4.6
2.88
4.75
3.77
4.12

Dominance

4.53
4.87
4.6
4.85
4.85



Positive Valence
High Arousal-
Low Dominance
(PHL)

Positive Valence
Low Arousal
High Dominance
(PLH)

Positive Valence
High Arousal
High Dominance
(PHH)

Negative Valence
Low Arousal
Low Dominance
(NLL)

Negative Valence
High Arousal
Low Dominance
(NHL)

Negative Valence
Low Arousal
High Dominance
(NLH)

Negative Valence
High Arousal- High
Dominance (NHH)

Table 3.14 (contunied)

114
152
360
364
400
415
425
112
150
172
726
809
810
110
311
352
367
815
817
250
252
722
627
708
723
275
290
279
286
424
712
410
280
102
246
376
700
720
728
358
702
729
104
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6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
46
47
37
38
39
40
41
42
43
44
45
48

5.01
5.23
6.94
5.19
6.02
6.46
5.09
6.84
6.95
6.62
6.82
7.44
7.51
7.64
7.65
7.17
7.33
7.9
7.67
3.54
4.01
4.83
4.83
4.34
4.52
2.05
1.65
1.68
1.68
2.04
2.42
4.86
3.65
4.63
4.83
4.88
4.68
4.86
4.72
4.52
4.45
4.3
4.96

6.04
Sl
7.54
5.62
5.38
6.55
5.15
4.46
4.38
3.36
451
3.36
4.18
6.03
7.12
7.07
6.72
6.85
7.15
4,94
4.75
4.97
4.65
3.51
4.42
8.16
7.61
7.95
7.88
7.99
7.98
5.89
5.33
491
4.65
4.6
4.03
4.18
4.35
4.87
5.37
5.79
5.37

4.56
4.78
4.73
4.83
4.86
4.8
4.67
6.07
5.91
6.21
6.36
6.29
6.07
6.14
6.09
5.77
6.41
6.86
6.44
4.08
4.33
4.66
4.53
4.64
4.93
2.55
2.89
2.3
2.31
2.29
2.84
4.59
4.37
5.36
5.07
5.19
5.62
5.76
5.4
5.04
5.23
5.33
5.06



Table 3.15: Details of 12 stimuli used in auditory experiment with 23 participants

Mean values for All Subject

Number ID Valence Arousal Dominance
PLH 1 49 6.09 4.35 5.87
PHL 2 50 6.61 6.83 4.87
PHH 3 51 7.65 6.43 5.52
PLH 4 52 6.0 4.74 5.52
PHH 5 53 6.3 5.17 5.52
PHH 6 54 7.61 5.52 5.35
PHH 7 55 6.7 5.39 6.04
PHH 8 56 7.04 5.22 6.09
PHH 9 57 5.83 6.0 5.96
PLH 10 58 5.04 4.48 5.22
PLH 11 59 6.26 4.96 5.87
NLH 12 60 4.83 3.87 5.43

3.3.3 Evaluation of Visual - Auditory Stimuli

People who participated in the experiment filled in a questionnaire to evaluate their
feelings after every image they saw and every sound they heard. After each visual and
auditory stimulus, the subjects completed the questionnaire. Thanks to these stimuli,
these questionnaires were made in order to express the emotional state of the
participants. The SAM images were presented to the participants to evaluate their
emotions. The SAM is a non-verbal pictorial questionnaire that directly measures
emotional response [40]. GUI is designed in MATLAB, and the SAM scale is shown
on the screen after each stimulus and the emotions are evaluated by the participant.

Before the experiment, SAM User Instructions were explained to the participants.

In this SAM form, there are 4 scales rated from 1 to 9 and each stimulus is evaluated
according to the degree of the emotions evoked by stimuli. Valence, arousal and
dominance show three different types of emotions: happy and unhappy, excited and
calm, controlled and uncontrolled. There is also liking scale according to the liking or
dislike of stimuli. Briefly the valence scale refers to unhappiness and happiness.
Arousal scale refers to the state of calmness and excitement. Dominance refers to
domination and control of emotions. Liking scale refers to dislike of dislike. The
Figure 3.4 shows the SAM scale designed in GUI.
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Figure 3.4: SAM for valence, arousal, dominance and liking in GUI

Valence, the first SAM scale, is the rating of happiness. At one end of the happy and
unhappiness scale, happy, satisfied, contented and hopeful feelings are represented. If
you feel completely happy while viewing / listening to the stimulus, you should click
the button on the left. The other end of the scale is when you feel completely unhappy,
annoyed, unsatisfied, melancholic, hopeless and bored, you should click on the button
on the right side. If you feel completely neutral, you should click on the fifth figure in
the middle. According to the decision and emotions of the participants, they can mark

the option they want from 1 to 9.

Arousal, the second SAM scale is the rating of the dimensions of emotions of
excitement and calmness. At one end of the scale, you have an excited, excited,
enthusiastic, awakened feeling. If you feel completely excited while viewing / listening
to the stimulus, you should click the button on the left. On the other hand, at the other
end of the scale, completely relaxed, calm, sluggish, dull, sleepy feelings are
represented, you should click on the button on the right side. If you're not at all excited
or calm at all, you should click on the fifth figure in the middle. If you want to make a
more precise assessment of how excited or calm you feel, you can mark the option you

want from 1 to 9.

Dominance, the third SAM scale is the rating of controllable emotions and emotions

that is under control. At one end of the scale, you have the feeling of being fully
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controlled, influenced and directed. So, if your emotions are under control by the
stimuli, you should click the button on the left. At the other end of this scale, you felt
completely effective, important and dominant, you should click on the button on the
right side. When the figure is large, you feel important and effective and when figure
is small you feel, controlled and directed. If you feel that your emotions aren't under
your control or you're not in control, you should click on the middle image. You can

use the ratings between the figures to represent your feelings.

The liking assessment scale is related to whether the stimulus is liked or not. If the
stimulus is liked, the choice should be made between 6 and 9, and between 1 and 4 if
it is unlikely. If there is no liking or dislike, then the fifth button should be selected.

3.4 Tools Used

Some programs need to be used to record EEG and EDA signals. Also, we need to use
some software as a platform to process recorded signals. In this section, the tools that
we used throughout this project will be explained.

3.4.1 EEG Device (BrainVision Recorder and Analyzer)

The BrainVision Recorder is used to record EEG signals in this study. BrainVision
Recorder is a powerful and practical recording program that used for recording neuro-
/electrophysiological signals (e.g. EEG, EMG, ECG, EOG). BrainVision Recorder is
a program usually used for psychological and neurophysiological research. It is used
for recording, viewing and filtering of the signals. The BrainVision Recorder has an

unlimited number of channels.

BrainVision Analyzer is used for the analysis of EEG data. Also it is used to process
neuro-/electrophysiological signals. The BrainVision Analyzer program is used to
convert the EEG signals that obtained in the experiment to the mat and vhdr format.
The signals obtained in the vhdr format were used in MATLAB EEGLAB. In this
study to process EEG signals, MATLAB was used. In this study 32 channels of EEG
device are used to record EEG signals from participants. The setup of EEG device

assembly is shown in Figure 3.5.
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Figure 3.5: The setup of EEG device

In the EEG records, an EEG brain cap suitable for international 10-20 electrode
placement system is used. The BrainCap is used for electrode contact and signal
quality. The cap for the EEG recording is selected as appropriate according to the
participants. Also gel is used for the best contact between electrode and scalp. The
Figure 3.6 (a) shows the top view of BrainCap and (b) shows the right view of

BrainCap. Ear-lobes are selected for reference and AFz was selected as ground.

Figure 3.6: (a) Top view of BrainCap, (b) Right view of BrainCap
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During the recording, all 32 channels are used for an active EEG signal. Ear-lobe is
selected for reference and AFz is selected as ground. The Figure 3.7 displays the 32
electrodes positions on the scalp and the channel numbers and channel labels of the

electrodes positioned for measuring the EEG signals are listed in Table 3.12.
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Figure 3.7: Displaying the 32 electrodes positions on the scalp
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Table 3.16: EEG channel numbers and location of electrodes

Channel Location of

Numbers Electrodes

1 Fpl
2 Fp2
3 F7
4 F3
5 Fz
6 F4
7 F8
8 FT7
9 FC3
10 FCz
11 FC4
12 FT8
13 T7
14 C3
15 Cz
16 C4
17 T8
18 TP7
19 CP3
20 CPz
21 CP4
22 TP7
23 P7
24 P3
25 Pz
26 P4
27 P8
28 01
29 Oz
30 02
31 TP9
32 TP10

After the cap is attached to the top of the participants, the gels are applied to 32
channels. Here, impedance check is performed to observe the effectiveness of the gels
with the BrainVision Recorder program. The impedance of ground, references and 32
channels as data is checked. In Figure 3.8, impedance check window is showed. If all

the channels, ground and references shapes expressed as seen on the page appear to be
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green, yellow or orange, the impedance control is completed. But if the colors of these
shapes are red, it is not accepted. By applying the gel or by contacting the electrode
with the full scalp, these shapes are provided to be green, yellow or orange to accept.

© Recorder - o X
File View Display Montage Amplifier Configuration Window Help
ofv ) [l of ala] Al-l=l=lviaf= 7] T ] simE] ¥

Ready Impedance Check Buffer: 0% S5 5 Makif

Figure 3.8: Impedance check window
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Figure 3.9: The taken EEG signals from participant during experiment
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After all controls are performed, the experiment is started. EEG signals are recorded
with the BrainVision Recorder during the experiment. The EEG signal taken at the
same time when the stimulus is given to the participant in the experiment is shown in

Figure 3.9.

3.4.2 EDA Device (BIOPAC Systems)

For recording electrodermal activity in the experiment, BIOPAC systems are used.
BIOPAC Electrode Lead Test (SS57LA), two BIOPAC disposable electrodes for each
subject. The electrodes used to measure electrodermal activity are different from the
electrodes used to measure other common physiological signals, such as ECG. The
electrodes used for EDA are rectangular and have a different concentration of electrode
gel (0.5% chloride wet gel). The ion concentration in the gel is designed to be similar

to the ion concentration in the sweat.

The EDA is typically measured on the palms and fingertips of the hands. These regions
are chosen due to the density of eccrine sweat glands, which means an increased ability
to detect changes in skin conductivity. The disposable electrodes used in experiment

is shown in Figure 3.10 and Figure 3. 11 shows the the EDA signals received from the

participant during the experiment.

(b)

Figure 3.10: (a) Disposable electrodes used in the experiment, (b) A photo taken
from the participant during EDA recording
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Figure 3.11: The EDA signals received from the participant during the experiment

343 MATLAB -EEGLAB

EEGLAB is a MATLAB toolbox used to process data from electrophysiological
signals. It is an open source. In this study, EEG signals recorded by BrainVision
Recorder were opened in EEGLAB in .vhdr format. The Figure 3.12 show the
EEGLAB window and the Figure 3.13 shows 32-channel EEG signal in EEGLAB.
The EEGLAB window for .vhdr file is shown in Figure 3.14. These EEG signals are

recorded in .mat format to process signals in MATLAB.

+ EEGLABv14.1.2 - =] X

File Edit Tools Plet Study Datasets Help "

——#2: Svisualstimuli

Channels per frame 32
Frames per epoch 2
Epochs 1
Events none
Sampling rate (Hz) 1000
Epoch start (sec) 0.000
Epoch end (sec) 0.001
Reference unknown
Channel locations Yes
ICA weights Mo

Dataset size (Mb) Q.1

Figure 3.12: The EEGLAB window
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Figure 3.13: Plotting 32-channel EEG signal in EEGLAB

4 EEGLABv14.1.2 O X

o

File Edit Tools Plot Study Datasets Help

Import data

Import epoch info

Import event info

Export

Load existing dataset

Sawve current dataset(s)
Save current dataset as
Clear dataset(s)

Create study

Load existing study

Save current study

Save current study as

Clear study / Clear all
Memory and other options
History scripts

Manage EEGLAB extensions
Quit

Using EEGLAB functions and plugins

>
>

Using the FILE-1O interface
Using the BIOSIG interface

Troubleshooting data formats...
2

2
1

none
1000

0.000

From ASCll/float file or Matlab array
From Netstation binary simple file
From Multiple seg. Netstation files
From Netstation Matlab files

From BCI2000 ASCII file

From Snapmaster .SMA file

From Neuroscan .CNT file

From Neuroscan .EEG file

From Biosemi BDF file (BIOSIG toolbox)
From EDF/EDF+/GDF files (BIOSIG toclbox)
From Brain Vis. Rec. .vhdr file

From Brain Vis. Anal. Matlab file

Figure 3.14: EEGLAB window for .vhdr file
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3.5 Experimental Data

3.5.1 Experiment Protocol

The study included 25 healthy individuals (19 to 27 years). Before the experiment was
started, the experimental user instructions were given to participants (each step in the
experimental phase), the experiment was explained and the ethical form was signed by
the participants. First, the EEG signal is recorded using 32 electrode channels (Fp1,
Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3,
CPz, CP4, TP7, P7, P3, Pz, P4, P8, 01, Oz, 02, TP9, TP10) in which the raw signal is
stored during the experiment [41]. The sampling rate of the EEG signal used is 1000
Hz. A detailed description of the experimental protocol is given in Table 3.13.

Table 3.17: Experimental protocols

25 32

1000 49 minutes

The graphical user interface is designed for the stimulation of emotions in this study.
The experiment consists of two parts. The first section is the part where visual stimuli
are used. The 60 pictures were used, including 48 IAPS pictures and 12 similar images.
Examples from used IAPS images are shown in Figure 3.15. Each picture is shown for
6 seconds. The survey that lasts 14 seconds after the display of each picture is finished
appears on the screen. Participants must complete the questionnaire within 14 seconds.
After this survey, 1 second black screen is shown. The purpose of selecting a black
color is that the black color does not generate any stimuli and is a neutral color. Then
the experiment continues in the order of picture, survey and black screen. The visual
experiment lasts 22 minutes. After the visual experiment, there is a 5-minutes rest time
for the participants. The Figure 3.16 shows the model of the demonstration plan for

the visual stimulus experiment.
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Figure 3.15: Examples from used IAPS images

~

Experiment 1 : Experiment 2 :
Visual Stimulus Auditory Stimulus
RESTING TIME
|_|—J
Y ’I 5 MINUTES i‘ J
22 MINUTES 22 MINUTES
{ Self g )
Focusing Time Ml::;mnl g

EE B leece—
o

60 secs 6 secs 14 secs J'\ J !\ JI

| Y Y

For the firstimage For the second image For the sixtieth image

Figure 3.16: Demonstration plan for the visual stimulus experiment
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In the second part, the selected sound from IADS and selected 12 similar sound is
listened to the participants. The same plan in the visual plan applies here. Only the
stimuli are different from the first experiment. The black screen appears for 6 seconds
on the screen while the auditory stimuli are given. The other parts are the same. The

Figure 3.17 shows the model of the demonstration plan for the auditory stimulus

experiment.
. \ .
Experiment 1 : Experiment 2 :
Visual Stimulus Auditory Stimulus

RESTING TIME
_'—J

' | 5MINUTES \ Y ’

22 MINUTES 22 MINUTES

Self

Assesment l
Focusing Time Manikin

HEE E leee—
L

60 secs 6 secs 14 secs

\ N ) \ )
4 Y Y

For the first sound For the second sound For the sixtieth sound

ue0IIs ovlg

Figure 3.17: Demonstration plan for the auditory stimulus experiment

In the experiment, the volunteers are seated in a comfortable position and the pictures
are viewed from the DELL branded desktop computer screen. The EEG signal data of

the participants who had errors during the experiment are not used in the study.

3.5.2 Experimental Setup

This study consists of two parts including visual and auditory stimuli. The Figure 3.18

shows a photo taken from the participant during experiment.
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Before starting the experiment;

1. Participants are informed about the experiment.

2. The ethical form is signed by participants.

3. The participant must remove the metal items and the phones must be switched
off.

4. The participant sits in a comfortable chair and the head is measured for the cap
of the brain.

5. The appropriate brain cap is selected, placed on the participant's head and the
ears to be used as reference with alcohol are cleaned.

6. The gel is applied to 32 electrodes to increase conductivity. The gel is also
applied to the reference electrode for the ear.

7. Forthe EDA recording, the index finger and middle finger of the non-dominant
hand of the person are cleaned with alcohol. The electrodes are placed on these
two fingers.

8. The user interface is opened and the recording room must be quiet and dimly
lit.

9. When the preparatory phase is completed, the participant is informed by saying

‘Experiment is starting’.
During the experiment;

1. Firstof all, we will ask the participant to start the experiment by counting down
from 3. The EEG record and the stopwatch is started simultaneously.

2. At this stage, before the visual stimuli start, the black screen and white dot
appear on the screen for people to focus for 60 seconds.

3. Approximately 10 seconds after the EEG recording starts, the EDA recording
is started and the stopwatch is started before the visual stimuli start.

4. Then visual stimuli are displayed on the screen for 6 seconds. SAM survey is
completed for 14 seconds on the computer by participants and after 1 second
black screen are displayed, the second visual stimulus continues. The 60 visual
stimuli displays. The experiment continues this way and lasts for 22 minutes.

EEG signals and EDA signals are recorded.
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5. After the visual experiment is completed, the participant rests for a while and
the auditory experiment begins. In this part, it is an experiment that lasts 22

minutes with auditory stimuli.
After the experiment;

1. After the experiment is complete, the 'Experiment is done' warning appears on
the screen.

2. The electrodes on the hand and head of the participant are removed.

Figure 3.18: A photo taken from the participant during experiment
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3.6 Data Analysis

After obtaining the EEG signals, EEG signals are recorded and these signals need to
be processed. In this section, EEG signals analysis and signal processing methods are

described step by step.

3.6.1 Proposed Method

Block diagram of the proposed method is shown in Figure 3.19.

EEG Signals

!

‘ EEG Signal Preprocessing ‘

!

‘ EEG Data Segmentation |

!

Multivariate Synchrosqueezing Transform

!

Deep Learning Network

it

Convolutional Neural Network

| |

VGG-19 GoogleNet

AlexNet ResNet-50 Inception-v3

k. ﬂ A

Performance Measurement

Figure 3.19: Block diagram of the proposed method

3.6.2 EEG Signal Preprocessing

Preprocessing is required after the EEG signals are obtained, because a lot of noise
affects EEG signals. Blinking, heart beat, muscular contraction causes artifacts and

affects the EEG spectrum. These noises can be effectively reduced by appropriate
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bandpass filtering. As a filter in the recording program of the EEG signals, we have
applied the 0.7 Hertz (Hz) frequency low pass filter, 100 Hz frequency high pass filter
and notch filter. Notch filters are generally used in biomedical engineering applications
to suppress 50 Hz noises caused by mains voltage. The low pass filter helps to prevent
high frequency environmental noise from outside the recording system, allowing lower
frequencies to pass. The high pass filter blocks low frequency signals and allows

higher frequencies to pass.

3.6.3 EEG Data Segmentation

When we get the filtered signals, long signals are segmented to obtain the time
intervals in which the stimuli are shown. We wanted to examine the emotions of people
in the time intervals of stimuli. Recording time is available for each participant and
recorded in a text file. So, we know the timing of every second of the experiments.
Firstly, the focusing part which was 60 seconds from all filtered signal was removed.
Then segmentation was performed. The remaining signals were segmented for 6
seconds, and the 14 seconds survey sections and 1 second black screen portion were
removed. 60 visual stimuli were used. Each of the visual stimuli was shown to people
for 6 seconds. From the 6-seconds EEG signals obtained, 1 second was subtracted from
the beginning and the end, since there may be any artifact, and 4 seconds EEG signals
were obtained clearly. In other words, a total of 60 pieces of 4-seconds signals were
obtained from a person and 25 people have been participitaed EEG signals have been

segmented into 60x25 .mat files by cutting stimulus intervals from recorded signals.

3.6.4 Time—Frequency Representations (TFRS)

It is well known that EEG signals have intrinsic nonstatinary characteristics that
manifest itself as variations in spectrum by time. The time-frequency representation
methods [42] promise an effective way to analyze and extract adequate information
from an EEG signal. Conventional methods such as Short-time Fourier transform
(STFT), wavelet transforms (WT), Choi-Williams Distribution (CWD) and Wigner
Ville Distribution (WVD) methods have been widely used in analyzing of EEG. The
basic drawback of these methods is producing dissatisfactory time -frequency

resolution. Emperical Mode Decomposition (EMD) and Hilbert Huang Transforms

o1



(HHT) methods depend on representing the signal in terms of finite number of intrinsic
mode functions (IMF). Each IMF contains different frequency components of the
original signal. In EMD method, the original signal is divided into IMFs and
remainder. HHT uses the IMF information to find the instantaneous frequency

information rather than constant frequency and constant amplitude.

Synchrosqueezing Transforms proposed by Daubechies has been got ahead off all

these method by achieving the fine-detailed time-frequency representation.

3.6.5 Wavelet based Synchrosqueezed Transforms (WSST)

Synchrosqueezing Transformations (SST) is a reassignment technique applied to
conventional time-frequency representations (TFR) of nonstationary signal. The main
aims of SST are to provide instant frequency estimation and a sharper representation.
The SST methods can be classified according to pre-processing method as Wavelet
based Synchrosqueezed Transform (WSST) and Fourier based Synchrosqueezed
Transform (FSST) [43].

3.6.6 Multivariate Synchrosqueezing Transform (MSST)

Existing SST methods is succesfull at analyzing of mono-component frequency
signals whereas they fail to detect the instateneous frequencies of multi-channel
signals. A. Ahrabian et al. [44] proposed the MSST [45] to overcome these issue. For

a multivariate signal:

a(t) cos; (1)
S(t) — aZ(t) C(:)SZ ¢(t) (31)

an(t) cosy b(t)

with changing the instantaneous amplitude a(t) and the instantaneous frequency ¢(t)

can be expressed as in the following form by applying Hilbert transform:

a, (t)e'®1t
S, (t) — az(t):e“i’zt (32)

ay(t)e'Pnt
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To define multivariate single-component signals from multivariate signals, the time-
frequency domain is divided into frequency band
Wim = [m/20Y, (m+1)/24D]  with 2! equal-width frequency bands. If the
corresponding frequency band level is expressed by L, the frequency index [ =0, ..., L
will have value ranges m =0,...,2! — 1. After finding the SST coefficients of each
channel T,,(w, b), instantaneous frequencies Q and instantaneous amplitudes A of the
multi-channel signal for each frequency band can found as given in following
formulas:

Zwewlen(w' b)|*w
Lwew | Tn(w, b)|?

Qr(b) = (3.3a)

WEWE

k(b)) = \/ Z T (w, b)|? (3.3b)

The multi-variable instantaneous frequency is estimated by combining the common

instantaneous frequencies across the N channel:

N_ (Ar(b)) ap(b)

Qi (b) = 5 (3.4)
o (4r )
Instantaneous amplitude will be as in Equation 3.5.
AP (b) = (3.5)
The multivariate time-frequency coefficient will be written in as in:
Tyt (w, b) = AT (b)6 (w — Q4 (b)) (3.6)

In our study we convert 32-Channel EEG signals to EEG images by closely following
steps. An example of the MSST output of 32-Channel EEG signals in our dataset is

shown in Figure 3.20.
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Figure 3.20: An example of the TFR of 32-Channel EEG signal in our dataset

3.6.7 Deep Neural Networks and Applications

Deep learning and machine learning are subsets of artificial intelligence that enable
many new products and jobs to be created. Deep learning is a machine learning method

consisting of multiple layers that predicts results with a given data set.

Deep learning is carried out with a wide variety of artificial neural networks. During
the processing of a data with this model, learning is performed in all the processing
layers. On the other hand, each new layer accepts the information obtained from the

previous layer as output.

Artificial neural networks are made up of neurons, just like the human brain. All
neurons are interconnected and affect the output [46]. A neural network has 3 layers;
Input Layer, Hidden Layers and Output Layer. The Figure 3.21 shows the structure of
the deep learning. Connections between neurons are associated with weight. Neurons
use an activation function on the data. A large dataset is needed to train the neural
network. A cost function is generated to iterate through the dataset and compare the
outputs. After each iteration in the dataset, weights between neurons are adjusted using
gradient descent to reduce the cost function. After each iteration in the dataset, weights

between neurons are adjusted.
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Figure 3.21: Structure of the deep learning [47]

There are many more deep machine learnings, especially LeNet, AlexNet and ZF Net.
Today, deep learning architectures that emerged with artificial neural networks are
used in many subjects such as image recognition and detection, signal processing, drug
production, and dictionary creation. On the other hand, deep learning mechanisms are
also used in fields such as defense industry, finance, architecture and smart phone
applications. The success of the results reveals that this model is a much more qualified

process than other technologies.

3.6.8 Convolutional Neural Network (CNN)

The algorithm, which is a deep learning computer vision model that can detect, classify
and reconstruct images with high accuracy rates, is Convolutional Neural Networks
(CNN) [48]. CNN renders the image with various layers. These layers are
convolutional layer, non-linearity layer, pooling (downsampling) layer, and fully-

connected layer. The CNN topology is shown in Figure 3.22.

Convolutional Average Convolutional Average Fully connected
‘\\_\___ layer 1 - pgoling layer 1 layer 2 pooling layer 2 layer
TR
5 i -
B - Y 2:2), 2686 !
64 =26 !
74 ar
160 156 ' o N
| I )
Input normalized 5

EEG data

Figure 3.22: An example of CNN topology [49]
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Convolutional Layer: This layer handles the image in CNN algorithms. Images are

matrices consisting of pixels with certain values in them. In the convolution layer, a
filter smaller than the original image size hovers over the image and tries to capture
certain features from these images [49], [50]. Its purpose is to detect the features of the
picture. This layer applies some filters to the image. These filters can often be
multidimensional. After the filtering process is finished, the output matrix is created.
This matrix is often called a Feature Map. In CNN, when applying the initial filters, it
is necessary to preserve as much information as possible for the other Convolutional

Layers. Padding is used for this reason.

Non-linearity Layer: The activation layer uses one of the activation functions. Since

the Rectified Linear Unit (ReLu) function gives the best results for the speed of Neural
Network training, the ReLu function is generally used. ReLU, whose main purpose is
to get rid of negative values, has a very important position in CNNs. The simple

representation is as follows:

f(x) = max(0,x) (3.7)

RelU Activation Function

10

T Axis

max({0,x)

100 -75 50 -25 00 25 50 75 100
X Axis

Figure 3.23: ReLu activation function

The Figure 3.23 shows ReLu activation function. Nonlinear functions such as tanh and
sigmoid are used to prevent the model from learning negative values or not being able

to grasp some features due to these negative values.
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Pooling Layer: The pooling layer reduces dimensionality. The most commonly used

pooling layer is max pooling. If you are applying max pooling, it takes the largest value
in the area covered by the filter, and if you are applying average pooling, it takes the

average of the values in the filter. This reduces size and retains important features.

Fully-Connected Layer: The matrix image passing through the convolution layer and

the pool layer is converted to a flat vector at this stage [50]. When the input picture
can be trained with neural networks, the working logic in classical neural networks is
applied. At the nodes in the layers, the features are kept and the learning process begins
by changing the weight and bias. The Figure 3.24 shows the example of fully-

connected neural network.

Input Dense #1 Dense #2 Softmax
N 7 NS 7 o @ Class 1
AN
NN 7 N g Class 3
G\ s B

Figure 3.24: Example of fully-connected neural network [50]

We can list some of the CNN architectures as follows: LeNet, AlexNet, VGGNet,
GoogLeNet, ResNet, ZFNet. We used AlexNet, VGG-19, GoogLeNet, ResNet-50 and
Inception-v3 architectures in this study.

3.6.8.1 AlexNet

AlexNet was developed by Alex Krizhevsky, llya Sutskever and Geoffrey Hinton [51].
It has successive convolution and pooling layers [51]. While ReLu is used as the
activation function, max-pooling is used in the pooling layers. AlexNet has eight
weighted (learnable) layers [52]. Of these eight layers, the first five are convolutional
layers and the last three are fully connected layers. The Figure 3.25 shows architecture
of AlexNet.
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Figure 3.25: The architecture of AlexNet [51]

3.6.8.2 VGGNet-19

VGGNet [53] is one of the most popular CNN architecture, which is introduced by
Simonyan and Zisserman in 2014. The authors introduced a total 6 different CNN

configurations. The VGGNet-16 and VGGNet-19 are the most successful ones.

3.6.8.3 GooglLeNet

GoogLeNet appears to be faster than the VGG deep learning algorithm. GoogLeNet
has 22 layers and has an error rate of 5.7%. It consists of approximately 100 layers in
its architectural structure [54]. There are 144 layers in the GoogLeNet algorithm such
as convolution, maxpooling, softmaxlayer, fullconnected layer, relulayer, input layer

and output layer [54].

3.6.8.4 ResNet-50

It is residual neural networks. ResNet architectures were developed by the Microsoft
research team to reduce the difficulty of training deep neural networks. Resnet adds
shortcuts between layers to solve degradation problem of the CNN. Shortcut links do
not contain extra parameters and do not cause computational complexity [55]. By
using shortcut links, important information from the previous layer can be transferred
to the next layers [55]. ResNet has several variants, consisting of 18, 34, 50, 101 and

152 weight layers.
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3.6.8.5 Inception-v3

It is a kind of convolutional neural network model. This reduces the number of
connections without reducing the efficiency of the network [56]. It consists of many
convolutions and maximum pooling steps. The final stage contains a fully connected

neural network [57].

In our study, we first tried 5 different deep learning networks for valence visual data:
AlexNet, VGG-19, GoogLeNet, ResNet-50 and Inception-v3. The best results were
obtained on the AlexNet deepnet, and therefore other classification scenarios were run
on AlexNet.

3.6.9 Training Parameters of Deep Networks

In this study, Adam Optimizer [58] was used in the training phase of the proposed
architecture due to efficient hyperparameter selection. Also, the batch size is fine-
tuned [59] by parameter tuning. Different batch sizes 8, 16, 32, 64, 128 and 256 were
tested during the training phase and optimized to batch size 16 to achieve the lowest
error rate. Also, to ensure a lower error rate and avoid saturation of the model, different
learning rates 0.01, 0.001, 0.0001 and 0.00001 were tested and the best value was
obtained at 0.0001. At this rate, lowering the learning rate hyperparameter slightly
increased the training cost, but fine-tuned it to avoid local minimums. Finally, the

epochs adjust at 150 to more clearly compare and investigate the test results.

3.6.10 Performance Management

Performance evaluations are made for performance measurement of classifier
according to accuracy, sensitivity, and specificity [60]. In this part, we have been
simply defined and calculated the accuracy, sensitivity, and specificity [48].

Confison Matrix:

The two-dimensional confusion matrix is applied to measure system performance. A

confusion matrix is a table commonly used to describe the performance of a
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classification pattern on a set of test data, in which actual values are known. According
to the this, 4 results can be extracted:

1. True Positives (TP): The actual label is 1 and the estimated label is 1.
2. True Negatives (TN): The actual label is 0 and the estimated label is 0.
3. False Positives (FP): The actual label is 0 and the estimated label is 1.
4.  False Negatives (FN): The actual label is 1 and the estimated label is 0.

Thanks to the matrix, the estimated labels actual labels can be compared and
interpreted. The Figure 3.26 shows the confusion matrix and the Figure 3.27 shows the
example of obtained confusion matrixes in our study. Given in matrix, 1: TRUE and
0: FALSE, as follows:

Y
>
5 TN FP
R
g Z
=
Z2 =
k] —
< @ FN TP
-9
Negative Positive

Predicted Label

Figure 3.26: Confusion matrix
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Figure 3.27: One of the obtained confusion matrixes in our study
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Accuracy Rate (ACC): In general, it is a measure of how often the classifier guesses

correctly.

aCC - TP + TN -
" TP+FP+FN+TN (3:8)

Sensivity (SEN): It is a measure of how accurately all classes are estimated. Also

known as Positive Predictive Value.

SEN = P 3.9
" TP +FN (3:9)

Specificy (SPE): is also called ratio of true negative.

SPE = N 3.10
" TN + FP (3.10)

Precision (PRE): It is a measure of how accurately predicted from all classes. It should

be as high as possible.

PRE = P 3.11
" TP+ FP (3.11)

Recall: It is the same as sensitivity. It only gives the proportion of correctly classified
positive values.

TP

Recall = TP+—F]V (312)

F1: It obtains the harmonic average of the Precision and Recall values. Therefore,
gives a combined idea of these two measurements. It is a better measure than accuracy.
It is a measure of how well the classifier is performing.

Precision * Recall

F1=2 3.13
* Precision + Recall ( )

ROC: This is a chart used to summarize the classifier's success over all possible values.
ROC Curve is used to generate sensitivity, sensitivity, and specificity reports. The
ROC curve is a very important performance measure for classification problems. ROC
is a probability curve and the area under it, Area Under Curve (AUC), represents the
degree or measure of separability. In ROC curve, FPR is the False Positive Rate on the
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X axis and TPR is the True Positive Rate on the Y axis. TPR is Recall (Sensitivity)
value. The Figure 3.28 shows a ROC curve obtained in this study.
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Figure 3.28: A ROC curve graph obtained in the study

As the area under the curve increases, the discrimination performance between classes
increases. In order to create the best ROC curve, the best threshold value distinguishing
between the classes must be found. When the best F1 value is obtained by trying
different threshold values, the best ROC curve is also created. The ROC curve showed

that the area under the AUC increased as the F1 value increased.

AUC (Area Under Curve) Value: The AUC, ranging between 0 and 1, tells how well

the model can distinguish classes. The higher the AUC value, the better the model is

at predicting zeros as zeros and ones as one. If the AUC value is 1, the model predicted
100% correctly. When we look at Figure 3.27, the AUC value is seen as 0.72, the

success rate is 72% based on the AUC metric.

Mean Squared Error (MSE): The desired outcome is to create the prediction model

with the smallest value MSE statistic. The prediction performance of the model that
minimizes the error is considered the best. It gives a real number to compare with other

model results and allows choosing the best regression model. The MSE statistic takes
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squared errors, large deviations it gives exaggerated results. Root Mean Square Error
(RMSE) is the square root of the MSE. The lower the MSE value, the better it fits the

predictive data. The general MSE formula:
1 n
MSE = EZ( Yi —Y'))? (3.14)
i=1

Log (Logarithmic) Loss or Cross Entropy Loss: It is one of many possible loss

functions and an important criterion for classification based on probability values in
the estimation.

It is difficult to interpret the log loss in the observation size, but the lower the value,

the higher the model success. A low value of the output indicates better model success.

Cross-validation: It is a method used to objectively and accurately evaluate the

performance of a machine learning model on data it has not seen. Since the aim is to
objectively and accurately evaluate model performance, the train-test split approach is
incomplete at this point and therefore the k-Fold cross-validation method is applied.

In this section, the k-cross validation method used in this study is explained.

1. The resulting data is mixed. (optional)
2. ltis separated according to the selected k group.

The following steps are applied for each group:

The selected group is used as the validation set.
All other groups (k-1 groups) are used as train sets.
The model is built using the Train set and evaluated with the validation set.

The evaluation score of the model is stored in a list.

N g &~ W

The statistical summary of the evaluation scores is checked.

In our study, we chose k as 3. The Figure 3.29 shows the schematic representation of
3-fold cross validation.
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Figure 3.29: The schematic representation of 3-fold cross validation

A total of 1500 MSST images were acquired each. The discrimination rate of the
training test is 1/3, that is, 1000 of them were used for data training phase and 500 for
testing phase. After the test and training datasets were separated, the validation rate of
the training data was chosen as 0.25, so 250 of 1000 data were used for validation.
Calculations are made for precision, recall, specificity, F1 score and ROC-AUC values
for visual and auditory data during the validation and testing phases.

Training and Validation Accuracy and Training and Validation Loss:

While performing the analysis, model is created. It is divided into traning, testing and
validation phases. The Figure 3.30 shows the training and validation accuracy and loss
graphics. Loss decreases and accuracy increases with each epoch. In this figure, while
training ACC converged faster to 1, validation ACC converged more slowly and the

training loss converged to 0 faster while the validation loss converged to 0 slowly.
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Figure 3.30: An example of training and validation gaphics
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Chapter 4

Result

In this study, emotion classification is performed with EEG signals obtained using
visual and auditory stimuli. An experiment was designed using the IADS and IAPS
datasets and experiment was conducted with 25 participants. and the participants' EEG
signals were recorded using visual and auditory stimuli that stimulate and direct
emotions. The obtained EEG signals have been preprocessed. Then segmentation has
been performed according to the time intervals of the stimuli and the proposed method
was applied to this data. The feasibility of an enhanced TF presentation technique
called Multivariate Synchronization Transform (MSST) in multi-channel
electroencephalogram (EEG) signals for emotional classification was investigated.
With the MSST method, 32 channels were processed simultaneously. Then the 2D
images obtained were given as input to the deep learning architecture. In this study,
we used AlexNet, VGG-19, GoogLeNet, ResNet-50 and Inception-v3 architectures,
which are among the most known CNN architectures. We tried valence visual on 5
different deep networks, the best AlexNet came out and therefore other classification
scenarios were executed over AlexNet. All results are obtained using the AlexNet deep
network. Valence's performance on other networks is as follows (cross validation

average of 3 folds):

- ResNet-50:  Test ACC: 61.25, F1 Score: 64.18
- Inception-v3: Test ACC: 66.12, F1 Score: 69.26
- VGGNet-19: Test ACC: 65.72, F1 Score: 67.24
- GoogLenet: Test ACC: 60.59, F1 Score: 62.76
- AlexNet: Test ACC: 67.93, F1 Score: 73.02

All performance measurement were done from the results obtained with the AlexNet

deep network. In this study, Adam Optimizer was used in the training phase of the
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proposed architecture. Optimized to batch size 16 to achieve the lowest error rate. Also
learning rates was obtained the best value at 0.0001. The epochs adjusted at 150 to

more clearly discuss the results and question the validity of the model.

In this study, k-fold cross validation was applied for the proposed model. The k-fold
cross-validation reorganizes the dataset to ensure that each layer correctly represents
the entire dataset. In this study, the k value was chosen as 3. The REC, PRE, ACC,
SPE, F1-S, ROC-AUC, MSE values were calculated for visual and auditory data
during validation and testing stages. The 3 experiments as valence, arousal and
dominance in visual data, and 3 experiments in visual data as valence, arousal and
dominance are performed. Performance measurements were made for all 3 folds and
the average of these 3 folds in valence, arousal and dominance. The Table 4.1 shows
the classification results of all test phases for visual data. In the table, all measurement

values values are given as %.

For Visual Arousal: By training the AlexNet architecture, for the arousal, the average
ACC was obtained as 71.60%, average training ACC was obtained as 100% and
validation ACC was obtained as 72%. The most successful result was obtained for the
ACC as 73.60% in the 1% fold. Precision, recall, specificy, F1 score and ROC-AUC
values were 66.12%, 65.60%, 75.88%, 65.84% and 78.22% according to the average
result of all 3 folds. The average result was 0.05% for training loss and 28.42% for

mean squared entropy.

For Visual Valence: For the valence, the average ACC was obtained as 67.93%,
average training ACC was obtained as 100% and validation ACC was obtained as
67.60%. The most successful result was obtained for the ACC as 68.60% in the 1%
fold. Precision, recall, specificy, F1 score and ROC-AUC values were 71.79%,
74.51%, 58.71%, 73.02%, and 72.47% according to the average result of all 3 folds.
The average result was 0.04% for training loss and 32.06% for mean squared entropy.

For Visual Dominance: For the dominance, the average ACC was obtained as
65.40%, average training ACC was obtained as 93.78% and validation ACC was
obtained as 64.93%. The most successful result was obtained for the ACC as 67.60%
in the 1% fold. Precision, recall, specificy, F1 score and ROC-AUC values were
70.10%, 71.21%, 57.29%, 70.44%, and 70.66% according to the average result of all
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3 folds. The average result was 12.05% for training loss and 34.06% for mean squared
entropy in the dominance metric. All performance calculations for all folds are shown
in this table.

The Table 4.2 shows the classifcation results of all test phases for auditory data. In the

table, all measurement values values are given as %.

For Auditory Arousal: By training the AlexNet architecture, for the arousal, the
average ACC was obtained as 70.58%, average training ACC was obtained as 99.53%
and validation ACC was obtained as 66.54%. The most successful result was obtained
for the ACC as 72.67% in the 3 fold. Precision, recall, specificy, F1 score and ROC-
AUC values were 71.89%, 68.12%, 73.03%, 69.88%, and 78.11% according to the
average result of all 3 folds. The average result was 2.77% for training loss and 29.42%

for mean squared entropy.

For Auditory Valence: By training the AlexNet architecture, for the valence, the
average ACC was obtained as 62.46%, average training ACC was obtained as 100%
and validation ACC was obtained as 59.73%. The most successful result was obtained
for the ACC as 65.60% in the 3 fold. Precision, recall, specificy, F1 score and ROC-
AUC values were 66.74%, 70.96%, 51.36%, 68.75%, and 66.71% according to the
average result of all 3 folds. The average result was 0.04% for training loss and 37.53%

for mean squared entropy.

For Auditory Dominance: By training the AlexNet architecture, for the dominance,
the average ACC was obtained as 72.60%, average training ACC was obtained as
100% and validation ACC was obtained as 69.86%. The most successful result was
obtained for the ACC as 73.60% in the 2" fold. Precision, recall, specificy, F1 score
and ROC-AUC values were 76.42%, 72.61%, 72.59, 74.44%, and 79.28% according
to the average result of all 3 folds. The average result was 0.05% for training loss and

27.40% for mean squared entropy.

When we compare Table 4.1 with Table 4.2, the best average ACC value was obtained
as 71.60% for arousal in visual data, 67.93% for valence in visual data, and 72.40%
for dominance in auditory data. The best ROC-AUC value was obtained as 78.22%
for arousal in visual data, 72.47% for valence in visual data and 79.28% for dominance
in auditory data.
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The Figure 4.1 shows the training accuracy and validation accuracy graphics for
training during fine-tuning the model in visual data for arousal, valence and
dominance. When we examine this figure, it is seen that the training ACC for arousal
and valance reaches 100% at the highest level in Fold-1, Fold-2 and Fold-3. They have
reached the desired value. In dominance, on the other hand, it is seen that the training
ACC value approaches 100% but not 100% in Fold-1, Fold-2 and Fold-3. It is seen
that validation ACC reaches the highest value in arousal Fold-1 as 75.42%, in valence
Fold-1 as 71.60% and in dominance Fold-2 as 69.60%.

The Figure 4.2 shows the training accuracy and validation accuracy graphics for
training during fine-tuning the model in auditory data for arousal, valence and
dominance. When we examine this figure, it is seen that the training ACC for arousal,
valance and dominance reaches 100% at the highest level in Fold-1, Fold-2 and Fold-
3. It has reached the desired value. It is seen that validation ACC reaches the highest
value in arousal Fold-1 and Fold-2 as 68.34%, in valence Fold-1 as 60.80% and in
dominance Fold-2 as 73.20%.

The confusion matrices obtained in Fold1, Fold2, Fold3 in testing phase and validation
phase in arousal, in valence and in dominance as visual and auditory are given in
Figure 4.3, Figure 4.4 and Figure 4.5, respectively. When we examine Figure 4.3, in
the training phase of the visual arousal, confusion matrices of three folds appear. To
prove the robustness of the model, the model is trained three times and different
confusion matrices are obtained for each. Also, the validation confusion matrix
obtained in one-fold of the validation phase of the arousal of the image appears here.
Validation is the part that separates from training data. This is a confusion matrix for
the moment of validation. In the visual part, confusion matrices of Fold-1, Fold-2,
Fold-3 and validation phase are obtained for arousal, valence and dominance. The

same procedures apply to the auditory part.
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Figure 4.1: The training accuracy vs epochs for training during fine-tuning the model
in visual data for a arousal ¢ valence e dominance, and the validation accuracy vs
epochs in visual data for b arousal d valence f dominance
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The Figure 4.6 shows the testing ROC curve of used all folds in this study. ROC curve
is used summarize the classifier's performance over all possible values. It generates
sensitivity, sensitivity, and specificity. As the area under the curve increases, the
discrimination performance between classes increases. In this figure, Fold-1 and Fold-
3 converged rapidly to 1, while Fold-2 converged more slowly and later converged at
1. However, each of the 3 folds reached 1 TPR value after a certain time. This is a

desired result.
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The Figure 4.7 shows the model training loss curve for folds. The system performs
error control for its predictions and tries to minimize the error continuously. For this,
it calculates the error and tries to converge to the expected result, that is, to reduce the
error. While Fold-1 converged to 0 very well, Fold-2 converged towards the 120th
epoch and Fold-3 converged towards the 140th epoch, although slightly delayed.
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Chapter 5

Conclusion

Neurological problems can be detected with signals from the EEG device and data
about psychiatric diseases can be obtained. EEG is used in neurology, neurosurgery,
pediatrics, anesthesia and psychiatry. It is also used to diagnose epilepsy, to diagnose
tumor, to investigate behavioral disorders, to analyze mood disorders and to help
diagnose and treat such diseases. Emotion classification is very important in detecting
various diseases. For this, we have proposed a method that has not been used so far.
When we look at the results, it is seen that the method we propose is a robust method
that can be an alternative to existing methods.

Emotion recognition has been performed using visual and auditory stimulus-based
EEG signals with 25 participants using 32 EEG channels. In this thesis, it is aimed to
classify the emotions based on visual and auditory stimulus with EEG signals. A novel
and effective approach is proposed to classify the emotions using Multivariate
SynchroSqueezing Transform. The results have been analyzed and compared. The
results showed that the proposed method is successful in classifying emotions and can
be used as a reference for further studies. The proposed method reduced the
computational cost, and significantly improved the classification performance.

We have achieved a promising result from our study, various methods can be used to
achieve better results with improvements. In the study, it is presented that system
performance will increase with the supplementation of using MSST. It is planned to
work on improving system performance in the future and we are planning to classify

more complex emotion models in future studies.
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